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Abstract 
 

In the manufacturing sector, there are dedicated codes or characters on finished and semi-finished products that are 
specifically defined by manufacturers. These codes are composed of characters that have special meanings in themselves and 
they are usually made up of different combinations of numbers and letters. This study aims to detect the engraved letter and 
number combinations from the surfaces of cured rubber specimens and rubber products. The data set has been prepared 
from products and specimens in the production line where the controlling system will be set. The study covers two different 
approaches which are OCR and object detection. To decide which method satisfies the requirements, detailed analyzes were 
made along with the detection performances and their robustness against scene changes that may occur due to the nature 
of the problem.  Based on the findings, the performance of OCR methods has not been found as satisfactory.  
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1 Introduction 

Rapid developments in the world of technology and information have made it easier for people to 
abandon repetitive and rote work (Ernst, Merola & Samaan, 2019). Thus, opportunities began to arise 
for the development of new technologies. With the discovery of writing, humanity began to keep 
records and follow objects, tools, agricultural areas, and even people with these records. When the 
age of digitalization began, there was a need to transfer this written or processed information to the 
computer, which led to the emergence of the concept of Optical Character Recognition (OCR). Optical 
character recognition (OCR) is an excellent engineering tool based on computer vision technology. The 
software or logic behind OCR is to detect the alphanumerical characters and symbols from the sources 
of text files, documents, images, etc. This technique is encountered in all areas of our lives and makes 
human life easier. For example, sometimes we come across the concept of OCR when creating a digital 
copy of a book edition in a library, and sometimes when recording the address on the letter in a post 
office. Most importantly, this technology opens the gates of digitalization and automation in the 
industry.  

Especially in the manufacturing sector, part and id numbers are crucial for logistic, regulation, and 
warranty operations (Chiacchio et al., 2022). Besides, there are different common methods used to 
process the serial and id codes on the products, namely, screen printed, engraved, and embossed. For 
instance, when consumer electronics is considered, text characters are screen printed on metal or 
plastic plates, while in the automotive sector, engraved characters are observed for vehicle id. A 
vehicle identification number (VIN) is generally engraved on vehicle chassis or metal plates. Embossed 
characters are usually seen on rubber and plastic parts. 

Lots of unexpected setbacks can occur when OCR is performed on production materials and parts, 
because environmental effects in production, i.e., paint, rust, contamination, etc. may affect the 
performance of OCR. Besides, when the studies focus on reading engraved or embossed characters 
reading, these environmental effects are real challenges because OCR methods perform with high 
accuracy on well-printed texts with known fonts in particular sizes, especially on the plain background 
which does not lead to low contrast problem (Breithaupt, 2001). When the automotive and tire 
industries are considered, engraved numbers and letters are used in a variety of cases. In the case of 
engraved numbers, there is no difference between character color and background color, which leads 
to low contrast problems. There occurs a mix-up of reflected light and scattered light. Color is not 
consistent across character areas or background areas (Patil & Dhanvijay, 2015). These aspects of 
engraved numbers, letters, and characters make conventional OCR approaches not suitable for 
engraved numbers. These difficulties are rising due to various factors, such as the variation of the light 
intensity, alignment of text, font size, camera angles, and most importantly surface color, noise, and 
quality (Zhang, Zhao, Song & Guo, 2013).  

This study focuses on the performance comparison of the OCR technique and deep learning-based 
object detection methods on cured rubber compound specimens. As it is mentioned above, there is 
no color difference between the surface and characters, which is why traditional OCR cannot be 
performed at desirable accuracy levels on rubber compound surfaces. Before analyzing the study, the 
success comes from understanding the main idea of optical character recognition, object detection, 
and their challenges. Afterward, state-of-the-art object detection methods’ performances are 
compared with OCR on the problem will be stated. 

1.1.  Literature review  

As the name suggests, OCR is a recognition study. This recognition can be achieved through image 
processing, segmentation, feature extraction, and classification. Basically, optical character 
recognition is a classification method that classifies and recognizes optical patterns in a digital source 
corresponding to alphanumeric or other characters (Nagy, Nartker & Rice, 1999; Arica & Yarman-Vural, 
2001). This automation approach, OCR, has increased attention in both academic and industrial areas. 
Although many commercial systems for performing OCR exist for a wide variety of applications, the 

http://www.ij-ciss.eu/


Ozdemir, V., Çalişkan, A., Özgen, M., Baytürk, E. & Özen, S. (2021). The performance comparison of optical character recognition and object 
detection methods on rubber products. International Journal of Current Innovations in Interdisciplinary Scientific Studies. 5(1), 01-
15. Available from: www.ij-ciss.eu  

 

3 

available solutions are still not able to compete with human reading capabilities with desired accuracy 
levels, because the human eyes and brain are incredibly adaptive to the changes in surroundings. 

The idea of OCR existed to replicate humans’ best function, reading, and detecting, by machines. The 
origins of character recognition come from 1870 when C.R. Carey of Boston Massachusetts invented a 
retina scanner which was an image transmission system using a mosaic of photocells. Early versions 
needed to be trained with images of each character and worked on one font at a time (Schantz, 1982; 
Arica & Yarman-Vural, 2001; Chaudhuri, Mandaviya, Badelia, & Ghosh, 2017). Then, in the early 1900s, 
a Russian scientist tried to develop an aid for the visually handicapped to read (Mantas, 1986). The 
first character recognizers appeared in the middle of the 1940s with digital computing developments 
(Chaudhuri, Mandaviya, Badelia, & Ghosh, 2017). The pioneering work on the automatic recognition 
of characters has been concentrated either upon the machine-printed text or a small set of well-
distinguished handwritten text or symbols, not covering several languages and fonts. Up to this point, 
machine-printed OCR systems mostly used template matching in which an image is compared to a 
library of images. Besides, early examples had success in only Latin characters and numerals. However, 
by emerging digital computing and developments in some sort of complicated algorithms, complicated 
alphabets were also included in OCR studies such as Japanese, Chinese, Hebrew, Indian, Cyrillic, Greek, 
and Arabic characters, and numerals (Chaudhuri, Mandaviya, Badelia, & Ghosh, 2017). When It came 
to the mid-1950s, a new era began. The first OCR solution was commercialized in Reader’s Digest, an 
American general-interest family magazine, in 1954. This technology, OCR, was used to convert 
typewritten sales reports into punched cards for input into the computer, which replaces human 
activities (Schurmann et al., 1992). 

In the years that followed, large industrial companies began to quickly join the OCR scene. Big players 
such as IBM, Toshiba, and Hitachi pioneered these studies. The first standardization was done by 
Americans to increase success in performance, and it is called OCR-A Standards. The big jump in OCR 
systems was achieved during the 1990s using the new development tools and methodologies which 
are empowered by the continuously growing information technologies. Mankind has learned that 
image processing and pattern recognition techniques were efficiently combined with artificial 
intelligence methodologies such as feed-forward neural networks and recurrent neural networks, 
which supported high performance on OCR examples (Chaudhuri, Mandaviya, Badelia, & Ghosh, 2017). 

Tesseract is one of the well-performed open-source OCR engines which developed at HP between 1984 
and 1994 (Rice, Jenkins & Nartker, 1995).  The tool contains its pipeline which includes adaptive 
thresholding, connected component analysis, line and word-finding, and recognition with 2 passes 
(Smith, 2007). Up to now, the Tesseract engine continues to improve with state-of-the-art techniques 
and adopt deep learning models in its architecture. In version 4 (v4), a recurrent neural network which 
is the long short-term memory (LSTM) has been added to the Tesseract OCR engine architecture which 
yields more accurate results than the non-deep learning models in previous versions of Tesseract 
(Tesseract user manual, n.d.). Tesseract also permits an opportunity to train with a particular data set 
to reconfigure the weights of the LSTM which enables the update of the engine to new fonts according 
to the corresponding study case. This study covers Tesseract v4 OCR engine results. 

                1.1.1. Challenges in OCR 

The performance of OCR applications is affected by both environmental and hardware factors. At this 
point, various challenges must be dealt with to increase the performance and sustain the system. 
These difficulties and challenges are briefly described below (Hamad & Mehmet, 2016). 

               1.1.2.  Scene Complexity 

Every object outside of the text to be detected poses a challenge to OCR algorithms. The presence of 
scene complexity in the photographs or images used may result in reduced OCR performance. This 
complexity brings additional difficulties to users (Ye & Doermann, 2014). 
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1.1.3. Lighting 

Capturing images in real and unconditioned environments often causes uneven lighting and shadows. 
This poses a challenge to OCR as it distorts the desired properties and features of the image and 
therefore results in less accurate detection, segmentation, and recognition (Ye & Doermann, 2014; 
Hamad & Mehmet, 2016). 

There are different solutions to prevent uneven lighting. The first of these is to isolate the photographic 
environment and minimize the environmental effects. Another one is to change the image acquisition 
method. Taking scanned images of a particular region rather than taking an area image would be an 
application that increases the performance. Different camera images should be preferred because of 
the absence of such inequalities in lighting and shadows, better features, and quality of the images 
taken. For example, using a flashlight or external lighting in addition to the camera we will use while 
taking the image of a region as a field creates new challenges, although it eliminates such problems 
with uneven lighting. 

        1.1.4. Skewness 

For optical character recognition systems, the position and condition of the text in the images taken 
with the camera are very important. If there is a distortion, skewness, or rotation in the image caused 
by taking the photo, OCR performance will be negatively affected. Additional referencing algorithms 
are needed for the success and stable operation of the algorithm. 

1.1.5. Blurring 

The change in the working distance of the camera focus system is an important factor. Character 
sharpness is the most important parameter in the success of character recognition and character 
segmentation. At large apertures and short distances, uneven focus can be observed when a small 
angle of view is changed. There are two types of ambiguity commonly associated with photography: 
out-of-focus darkness and motion ambiguity (Hamad & Mehmet, 2016). Especially the movement of 
the object to be photographed or the environmental vibrations in the camera system create blur in 
the photographs. Therefore, when choosing a camera, attention should be paid to whether the object 
is moving or not and environmental vibration conditions. 

1.1.6. Aspect Ratios 

The performance of the OCR algorithm used to detect a text depends on the location, and scale of the 
text. To simplify these processes, attention should be paid to the aspect ratio of the text on the images 
taken and it is recommended that it be in a limited variability. 

1.1.7. Tilting 

The images obtained by conditioned cameras or scanners are generally parallel to the sensor plane, 
but there may be a tilted view relative to the sensor plane in the images taken on modular cameras or 
moving systems. Accordingly, lines of text farther from the camera appear smaller than those closer 
to the camera. This causes the pictures to be skewed. Observing a perspective distortion is obvious if 
the recognizing perspective is not intolerant, resulting in a lower recognition rate and accuracy 
(Moravec, 2002). 

1.1.8. Fonts 

Italic style and script fonts of characters might overlap each other, making it difficult to perform OCR 
processes such as segmentation (Hamad & Mehmet, 2016). Besides, it is too difficult to perform 
accurate recognition when the character class number is large with special fonts. 

 1.1.9. Multilingual Environments 

Languages such as Japanese, Chinese, Korean, Hindi, and Arabic have multiple character classes. These 
languages are quite different from the common Latin characters. Since OCR is more laborious in 

http://www.ij-ciss.eu/


Ozdemir, V., Çalişkan, A., Özgen, M., Baytürk, E. & Özen, S. (2021). The performance comparison of optical character recognition and object 
detection methods on rubber products. International Journal of Current Innovations in Interdisciplinary Scientific Studies. 5(1), 01-
15. Available from: www.ij-ciss.eu  

 

5 

multilingual situations, and complex symbolism, OCR studies on such sources are still a subject of 
research today (Smith, Antonova & Lee, 2009). 

              1.1.10. Deep Learning-Based Object Detection 

Object detection is one of the most popular topics in computer vision. Many researchers put hard 
effort into the subject to develop faster, easy to train, and more accurate object detection methods. 
After the great success of AlexNet (Krizhevsky, Sutskever & Hinton, 2012) in the 2012 ImageNet 
classification competition (Deng et al., 2009), convolutional neural networks have been used widely in 
classification, localization, segmentation, and object detection studies. The great difference between 
object detection and classification methods is that object detection also predicts the coordinates of a 
rectangular box that contains the detected object in it. When the location of the detected object is 
important in a task, object detection algorithms are used. There are roughly two types of object 
detection methods, namely, one-stage object detectors and two-stage object detectors. Essentially, 
they differ in accuracy and inference time. The most popular two-stage detectors are R-CNN (Girshick,  
Donahue, Darrell & Malik, 2014), Fast R-CNN (Girshick, 2015) , Faster R-CNN (Ren, He, Girshick & Sun, 
2015), and Mask R-CNN (He et al., 2017), whereas most popular one stage detectors are RetinaNet 
(Ren,  He, Girshick & Sun, 2015), YOLO (Redmon, Divvala, Girshick & Farhadi, 2016),  YOLOv2 (Redmon 
& Farhadi, 2017), YOLOv3 ( Redmon & Farhadi, 2018), YOLOv4 (Bochkovskiy, Wang & Liao, 2020), 
EfficientDet ( Tan, Pang & Le, 2020), and YOLOv5 (Jocher et al.,2021). 

1.1.11. Challenges of Object Detection 

As with any technical problem, there are many difficulties with object detection. These difficulties can 
principally be listed as real-time prediction speed, data insufficiency and imbalance, and small object 
detection complication. While addressing the problem desired to be solved with various remedies to 
these difficulties, it is necessary to establish the system in a way that does not cause weakness by 
realizing its existence from the very beginning. 

1.1.12. Real-Time Detection Speed 

For real-time detection, detection speed is also very important along with detection performance. For 
the cases such as autonomous driving, detection in a flowing conveyor or process, people and asset 
counting or tracking, etc. detection speed is vital (Srisuk et al., 2019). To overcome this difficulty, fast 
methods have been developed that can run on simpler hardware. 

1.2. Related studies 

The performance of the neural network-based method strongly depends on the trained dataset. 
Models are prone to overfit when they are trained with insufficient datasets (Oksuz, Cam, Kalkan & 
Akbas, 2020).  The imbalance in the amount of data between classes also causes each class not to be 
predicted with the same performance. The more data is included in the training, the higher 
performance of the neural network-based object detection algorithm has. 

Trying to detect objects of different sizes within the analyzed scene has been a major problem for 
object detection (Li, Lin, Bai, Li & Yu, 2019). Different anchor structures and feature pyramid networks 
(Lin et al., 2017) are used to overcome the low detection performance of small objects. 

       1.3. Conceptual framework  

Rubber-based mixtures are used in many industrial products and intermediate products such as hoses, 
tires, conveyor belts, insulation materials, seals, vehicle parts, shoe soles, and gloves.  Carbon black is 
added to natural rubber or synthetic rubber to enhance the physical properties of the rubber 
compound. This causes rubber-based mixtures to turn completely black. 

As in many manufacturing sectors, the production of rubber-based materials is recorded by various 
methods to be easily followed during or after the production line. Hence, there is a need to apply serial 
numbers to finished or semi-finished products for traceability. There are different common methods 
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to process these codes which include alpha-numerical characters and symbols on the products such as 
screen printed, engraved, and embossed. 

The corresponding study covers the detection of applied serial numbers to the rubber compound 
specimens or products. As mentioned before, rubber compounds have a black surface in their nature, 
and the detection of these serial numbers turns into the main problem which is to detect black objects 
on black background. Overall appearance and the serial numbers desired to be detected can be seen 
in Figure 1. When the histogram of the image has been examined, it is easily seen, as expected, that a 
right-skewed and narrow distribution of pixel values indicate the low contrast problem which is a well-
known technical problem for computer vision.  

Figure 1 

The serial number on the finished product (left) and histogram for the pixel values (right)  

 

Consistently, it may not be possible to establish a stable image acquisition system in many 
manufacturing lines as in the corresponding study. It is aimed to make detection via operators' hand 
terminals or work tablets by capturing the image of the concerned area of the rubber compound or 
product itself. In this case, low contrast is not the only problem but also perspective, skewness and 
illumination are other problems. Furthermore, there is natural noise on the surface due to different 
ingredients in the rubber compound such as oils, accelerators, fillers, etc. which makes detection 
challenging and reveals the need for a pipeline consisting of specific pre-image processing steps for 
the high accuracy detection algorithm whether an OCR engine or object detection algorithm. 

Figure 2 

 Several examples of serial numbers on the rubber compound 

 

Materials and Methods  

2.1. Data collection 
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Firstly, to observe the case, a data set is needed to be collected. The data set has been prepared from 
products and specimens in the production line where the controlling system will be set. Since the 
desired system is based on capturing the location of the serial numbers via hand terminals or tablets, 
all the images are taken as replication of the actual instance which may occur when the system will be 
set. The dataset contains various 5000 images. The objects in the dataset are formed of 14 different 
types (10 numbers, 4 letters). These are 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, Y, R, A, and Q.  All the classes in the 
images were manually classified and their bounding boxes were labeled for the object detection 
algorithms. For the fine-tuning of the Tesseract engine, the same dataset has been used. 

2.2. Analysis 

The study covers two different approaches which are OCR and object detection. To decide which 
method satisfies the requirements, detailed analyzes were made along with the detection 
performances and their robustness against scene changes that may occur due to the nature of the 
problem. When using the OCR method, a problem-specific image processing pipeline is used, while 
object detection methods are trained based on specific datasets and are used end-to-end without the 
need for any preprocessing. 

2.3. Procedure 

2.3.1. Optical Character Recognition (OCR) 

OCR methods are widely used to read documents, scanned files, and texts on products. However, since 
the nature of the OCR, it is limited to detecting the unfamiliar fonts and characters on its own. Because 
of this fact, problem-specific preprocess steps are necessary to apply. For the corresponding problem, 
a pipeline shown in figure 3 is developed. In the proposed pipeline, we try to overcome the challenges 
of the OCR. Firstly, an arbitrary image is taken as input then it passes through an adaptive histogram 
equalization (Pizer et al., 1987)to enhance the contrast of the input. After the skew correction is done, 
gaussian blur is applied to reduce the noise. Then, the Canny Edge Detection algorithm (Canny, 1986) 
is affixed to improve the accuracy of the Tesseract OCR engine. Tesseract v4 engine is trained by the 
custom specific data which is already passed through before the pipeline and the tessdata file which 
includes new weights of its LSTM network is gathered to input the Tesseract v4 engine in the pipeline. 
Subsequently, a string output has been taken from the pipeline. 

Figure 3 

Proposed OCR detection Pipeline 

 

 

 

 

 

 

 

2.3.2. Adaptive Histogram Equalization 

Adaptive histogram equalization is an outstanding image processing method to enhance the contrast 
of an image. To distribute the pixel values in a wide range rather than squeeze between a specific 
narrow range, adaptive histogram equalization is applied to the taken image as Figure 4. 
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Figure 4 

Original Image (left) and Image after Adaptive Histogram Equalization (right) 

 

2.3.3.  Skew Correction 

Skewness is one of the main stability problems in OCR systems. Even though the Tesseract engine can 
handle low angle skews, in our case samples are coming up to 45 degrees skew. Hence, a skew 
correction algorithm is needed to be utilized. The algorithm used consists of detecting the straight lines 
of the serial number area by using the Hough line detection method (Hough, 1962) eliminating the 
vertical lines and taking the average of the straight lines’ angles. Afterward, the image is rotated 
inverse direction with the magnitude of the average angle value gathered before. 

Figure 5  

 Original Images (left) and Images After Skew Correction (right) 

 

2.3.4.  Morphological Operations and Edge Detection 

Morphological operations are used to uphold the fundamental context of an image, simplify the data 
in it and denoise the image. Mathematical morphology enables the use of a toolkit for extracting 
essential components that may be convenient in the depiction and characterization of region shapes 
in the image (Serra & Soille, 2012).  Dilation, erosion, opening, and closing are commonly used 
techniques used in image processing. Moreover, Canny Edge Detection is also a good method to 
eliminate the noise and reveal the edge boundaries of the given object. In figure 6, illustrations of 
morphological operations and canny edge detection have been given. In the pipeline, canny edge 
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detection and thresholding have been used since morphological operations do not help extract the 
main features for OCR in the corresponding study. 

Figure 6 

Morphological Operations (a) Original Image, (b) Canny Edge Detection, (c) Morphological Gradient, 
(d) Morphological Closing, (e) Morphological Erode, (f) Threshold 

 

2.3.5. Tesseract v4 Engine 

Tesseract is one of the most used open-source OCR engines that allows developers to train with custom 
data. Also, by using the LSTM-based OCR engine, Tesseract v4 provides a wide range of flexibility. In 
the corresponding problem, a custom training data set is prepared to train the Tesseract to improve 
the efficiency of OCR performance. The procedure is to set the base model as tessdata best and set 
the TESSDATA_PREFIX. After setting the training data, LSTM training takes place in Linux operating 
system. This procedure’s output is a tessdata file which is the new weights of the neural network of 
the Tesseract. It is used in the Tesseract OCR engine in our problem. Moreover, Tesseract provides 
page segmentation modes (PSM) which assist to improve the quality of the output. In this case, PSM 
is set to option 6 which assumes the text as a single uniform block.  

Despite the entire image processing pipeline and fine-tuning by training on custom data, the OCR 
solution cannot provide high performance and robust results for the current problem. Both its low 
accuracy and high inference time have led us to look for an alternative method other than the use of 
OCR.  

2.3.6. Object Detection 

Deep learning-based object detection methods output a rectangular bounding box containing the 
object and its class which is detected by using the convolutional neural networks in the backbone as a 
feature extractor. To find a solution, a problem-specific custom dataset was created, and neural 
network training was conducted with this dataset. Enough data for artificial neural network training 
directly affects the performance and accuracy of the system. Therefore, augmentation studies to 
increase the collected data set were used before training the object detection algorithms. Afterward, 
a post-process to record the serial number is applied to the object detection output. 

2.3.7. Data Augmentation 

The data augmentation approach is adopted to increase the number of samples. Objects obtained 
from the original images have been synthetically located in the new frames with some variations in 
their rotations, scales, and translations. For augmentation two kinds of techniques have been used. 
First, the brightness, contrast, hue, saturation, and noise of images are adjusted differently. Second, 
random scaling and rotating are applied. After the data augmentation, the total number of objects is 
increased to 59861 while preserving the distributions of the classes. The distribution of the data set is 
given in Table 1 below.  
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Figure 7 

 Data Augmentation Samples 

 

 

Table 1 

 Training Data Distribution 

 

2.3.8. Training 

Three basic object detection methods were used with the generated data set: Faster R-CNN (Ren et 
al., 2015), YOLOv3 (Redmon & Farhadi, 2018), and YOLOv5 (Jocher et al., 2021). All methods were used 
by optimizing their hyperparameters over their pre-trained weights. The data augmentation features 
within the models are disabled since data augmentation has been applied to the dataset. Model 
training with prepared custom datasets was made on a system with NVIDIA GeForce RTX 2080Ti GPU, 
Intel i7-8700 CPU, and 32 GB RAM with a batch size of 16 for each model. Training lasts approximately 
500 epochs for each method.  

Figure 8 

 Output Examples of Object Detection 
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Results and Discussion 

This study aims to detect the engraved letter and number combinations from the surfaces of cured 
rubber specimens and rubber products. For this purpose, two main approaches which are OCR and 
object detection are examined. The proposed methods were tested on the same validation set 
consisting of 500 images. While evaluating the performances of these two methods, detection’s mean 
average precision (mAP) and inference time were considered.  

Despite the image process pipeline, the OCR performance was lower than end-to-end object detection 
methods, since the images on which the detection was desired came at different angles, in different 
lights, and under variable conditions. In other words, the object detection methods outperform the 
OCR method with the proposed image process pipeline specific to the problem. Among the object 
detection methods, YOLOv5 is both more accurate and faster than YOLOv3 and Faster-R-CNN. The 
results of this study are illustrated in table 2 in aspects of the performance metrics, namely, mean 
average precision (mAP), recall, F1 score, and inference time. 

Table 2 

 Results of the Methods 

Method mAP Recall F1 Score Inference Time (sec) 

Faster R-CNN 0,93 0,84 0,88 0,52 

YOLOv3 0,94 0,85 0,89 0,21 

YOLOv5 0,95 0,87 0,90 0,14 

Tesseract v4 OCR 0,19 0,18 0,19 4,40 

 

4. Conclusion 

The motivation behind applying this serial coding is that the traceability of the product is critical for 
the manufacturing industry. In a conclusion, object detection has been the method to overcome the 
inherently low contrast problem and the variability of environmental conditions problem among the 
tried and tested methods for detecting serial numbers on the surfaces of cured rubber specimens and 
rubber products. YOLOv5 has 0,95 mAP and 0,14 seconds inference time which is quite satisfying for 
the study. For future study, the output from the object detection can be passed through a recurrent 
network to predict the serial number in a sequence-to-sequence model manner. 

Unfortunately, the performance of OCR methods has not been found as satisfactory. When 
performances of Faster-RCNN and YOLO algorithms trained with specific-own datasets have been 
compared to OCR techniques, object detection methods have outperformed OCR methods. For 
recommendation, the output from the object detection can be passed through a recurrent network to 
predict the serial number in a sequence-to-sequence model manner for future work. 
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