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Abstract 
The amazing growth of online services has caused an information explosion issue. Text summarisation is condensing the text 
into a small version and preserving its overall concept. Text summarisation is an important way to extract significant 
information from documents and offer that information to the user in an abbreviated form while preserving its major 
content. For human beings, it is very difficult to summarise large documents. To do this, this paper uses some sentence 
features and word features. These features assign scores to all the sentences. In this paper, we combine these features by 
Grey Wolf Optimiser (GWO). Optimisation of features gives better results than using individual features. This is the first 
attempt to show the performance of GWO for Persian text summarisation. The proposed method is compared with the 
genetic algorithm and the evolutionary strategy. The results show that our model will be useful in this research area. 
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1. Introduction 

Because of the fast growth of the communication instruments and social media, massive amounts 
of textual data have been produced and saved in different locations, like e‐government and e‐library 
in different devices. Nevertheless, these valuable data that are in text form have not been well 
organised and properly used. Hence, the ongoing growth of available online text documents causes 
research and application of text summarisation to be very significant. One of the most important 
methods to manage rising amounts of textual data is automatic text summarisation (ATS). Two kinds 
of summarisation exist: extractive and abstractive. The extractive summarisation tries to identify the 
most important sentences of text, while in the abstractive summarisation method, new sentences 
from given text will be produced. Because of the possibility and feasibility of extractive summarisation 
method, the furthermost effort in the literature is about extractive summarisation. These studies 
commonly try to produce a fair score for each sentence separately, and then synthesise them using 
proportionate  weights. There are two methods for finding appropriate weights of features: manually 
and automatic. Automatic methods are based on supervised learning and they use a heuristic 
algorithm, e.g., genetic algorithm (GA) [1], ABC algorithm [2] and particle swarm optimisation [3]. 
Manual methods [4] choose weights of features using experienced and skilled opinions. Unlike manual 
methods, in automatic methods, this paper deals with training and testing phases of a given corpus. In 
addition, it is clear that for each domain, these weights are different. After selecting the related 
weights for the features of sentences, ATS can rank all of the sentences based on their score function’s 
values. Finally, we can extract the highest scored sentences to create summary documents. 

This article has leveraged from the Grey Wolf Optimiser (GWO) [5] as algorithm that can combine 
some sentences’ features. To uncover the robustness of the proposed method, there are many 
methods that can be applied and then compared to GWO. This work uses GA and evolutionary 
strategy (ES) for comparison. Evaluation of these methods together can show that our method 
produces better results than other approaches. 

2. Literature review for AT 

There are different methods for summarisation; some methods go back to even 50 years ago. In 
recent years, with the growth of technology, ATS has still been a favourite method. This section 
reviews some of the literature on extractive ATS and GWO. The reviews are presented in this segment. 

To generate the extractive summary document, one must select the most important sentences of 
the text so that selected sentences represent the given text in the best form. Many researches analyse 
fundamental and semantic features of the text. Some of these features include the following: 

• Term frequency; 
• Title feature; 
• N-gram words; 
• Sentence length; 
• Location; 
• Centrality of sentences. 
 

The study [6] has created the first summarisation system based on word frequency occurrence in a 
given text. Some of the other studies use different shallow features [7], [8]. In addition, some works 
try to represent the documents with semantic sentence features via probabilistic latent semantic 
analysis [9], latent semantic analysis (LSA) [10] and non-negative matrix factorisation [11], which 
explore the relationships between a set of sentences and words by generating a set of subjects related 
to sentences and words. 
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2.1. Literature review for GWO 

The idea of the GWO algorithm has originated from headship hierarchy and hunting manner of grey 
wolves that live in nature. The GWO algorithm uses some kind of grey wolves including alpha, beta, 
delta and omega. Actually, there are three steps: searching for prey, baiting prey and attacking prey. 
Every wolf has specifications that, in iterations, try to approximate goal specifications. After the end of 
each iteration, the closest wolf to the goal is called ‘alpha’ and the rest of the wolves, based on the 
degree of their proximity to the goal specifications, are called beta, delta and omega. Then these four 
wolves’ specifications are saved for next iteration. 

2.1.1. Sentence features 
Each sentence is analysed with nine feature. Actually, each sentence is displayed with a nine-

dimensional vector. The features are shown in Table 1. 

At first, this work did some pre-processing steps on the texts like removing stop words. 

Table 1. Description of the features 

Sentence score Name 

𝑓1 Sentence location 
𝑓2 Distributional features 

𝑓3 
Similarity to title 

sentence 
𝑓4 Sentence length 
𝑓5 Term frequency 
𝑓6 Word sentence 
𝑓7 Positive keywords 
𝑓8 LSA based 
𝑓9 Centrality 

 

2.1.1.1. 𝑓1 – sentence location feature: This feature indicates that sentences at the beginning of a 
paragraph are more important than the rest of the sentences of that paragraph. The first sentences of 
a paragraph mostly express the topic of that paragraph. The score of each sentence is calculated 
according to Equation (1) as follows: 

𝑆𝑐𝑜𝑟𝑒𝑓1
(𝑆𝑖) = 

𝑁−𝑝𝑖

𝑁
 (1) 

 

where Ɐ𝑆𝑖 Є d (document) and 𝑃𝑖 is the position of the 𝑖𝑡ℎ sentence and N is the total number of 
sentences of the document. 

2.1.1.2. 𝑓2 – distributional feature: One way to find the importance of the term is calculating the 
compactness of its distribution. The study by [12] uses three features: 𝐶𝑜𝑚𝑃𝑎𝑐𝑡PartNum, 
𝐶𝑜𝑚𝑃𝑎𝑐𝑡FLDist, and 𝐶𝑜𝑚𝑃𝑎𝑐𝑡Pos Var. 

Assume that the array of term 𝑡𝑘 is array (𝑡𝑘 , 𝑑) = ( 𝑐1, 𝑐2, … , 𝑐𝑁), where the frequency of the term 
𝑡𝑘 in 𝑆𝑁 is 𝑐𝑁. 

𝐶𝑜𝑚𝑃𝑎𝑐𝑡PartNum determines the number of sentences where a word appears on them. So it is 
possible to find out that a word is compact or not. If a word appears in different sentences of a 
document, it is less compact. This feature is computed as shown in Equation. (2) as follows: 

𝐶𝑜𝑚𝑃𝑎𝑐𝑡PartNum(𝑡𝑘, 𝑑) = ∑ 𝑐𝑖
𝑁
𝑖=1 > 0 ?  1: 0 (2) 

 

The phrase 𝑐𝑖 > 0 ?  1: 0 means that if 𝑐𝑖 is greater than zero then 𝑐𝑖 = 1 otherwise 𝑐𝑖 = 0. 
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𝐶𝑜𝑚𝑃𝑎𝑐𝑡FLDist feature tries to calculate the distance between the first and last appearance of a 
word. If the distance between the first and last appearance is long, then the term enjoys less compact. 

𝐶𝑜𝑚𝑃𝑎𝑐𝑡FLDist(𝑡𝑘 , 𝑑) = Last𝐴𝑝𝑝(𝑡𝑘, 𝑑)− First𝐴𝑝𝑝(𝑡𝑘, 𝑑) 

𝐹𝑖𝑟𝑠𝑡𝐴𝑝𝑝(𝑡𝑘 , 𝑑) = 𝑚𝑖𝑛𝑖Є{1…𝑁}𝑐𝑖>0 ? i:N 

𝐿𝑎𝑠𝑡𝐴𝑝𝑝(𝑡𝑘 , 𝑑) = 𝑚𝑎𝑥𝑖Є{1…𝑁}𝑐𝑖>0 ? i:−1 
(3) 

 

The phrase 𝑐𝑖 > 0 ?  i: N means that if 𝑐𝑖 is greater than zero, then 𝐹𝑖𝑟𝑠𝑡𝐴𝑝𝑝(𝑡𝑘 , 𝑑) = i otherwise 
𝐹𝑖𝑟𝑠𝑡𝐴𝑝𝑝(𝑡𝑘 , 𝑑) = N. In addition, the phrase 𝑐𝑖 > 0 ?  1: −1 means that if 𝑐𝑖 is greater than zero, then 
𝐿𝑎𝑠𝑡𝐴𝑝𝑝(𝑡𝑘 , 𝑑) = 1 otherwise 𝐿𝑎𝑠𝑡𝐴𝑝𝑝(𝑡𝑘 , 𝑑) = −1. 

𝐶𝑜𝑚𝑃𝑎𝑐𝑡𝑃𝑜𝑠𝑉𝑎𝑟 determines the variance of position of all appearances. This measure is computed 
as shown in Equation (4) as follows: 

𝐶𝑜𝑚𝑃𝑎𝑐𝑡𝑃𝑜𝑠𝑉𝑎𝑟(𝑡𝑘, 𝑑) = 
∑ 𝑐𝑖∗|𝑖−𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑(𝑡𝑘,𝑑)|𝑚

𝑖=1

𝑐𝑜𝑢𝑛𝑡(𝑡𝑘,𝑑)
 

𝑐𝑜𝑢𝑛𝑡(𝑡𝑘 , 𝑑) = ∑ 𝑐𝑖
𝑁
𝑖=1  

𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑(𝑡𝑘 , 𝑑) = 
∑ 𝑐𝑖

𝑁
𝑖=1 ∗𝑖

𝑐𝑜𝑢𝑛𝑡(𝑡𝑘,𝑑)
 

(4) 

 

where 𝑚𝑖 is the total number of different terms in 𝑆𝑖 sentence. 

According to the study, the distributional feature is computed based on Equation. (5) as follows: 

𝑆𝑐𝑜𝑟𝑒𝑓2
(𝑆𝑖) = ∑ (𝐶𝑜𝑚𝑃𝑎𝑐𝑡𝑃𝑎𝑟𝑡𝑁𝑢𝑚(𝑡𝑘, 𝑑) + 𝐶𝑜𝑚𝑃𝑎𝑐𝑡𝐹𝐿𝐷𝑖𝑠𝑡(𝑡𝑘, 𝑑) +𝑁

𝑘=1

𝐶𝑜𝑚𝑃𝑎𝑐𝑡𝑃𝑜𝑠𝑉𝑎𝑟(𝑡𝑘, 𝑑) ) 
(5) 

 

2.1.1.3. 𝑓3 – similarity to title feature: According to this feature, the score of sentences is calculated 
based on its similarity to the title in the document. The score of each sentence is calculated according 
to Equation (6) as follows: 

𝑆𝑐𝑜𝑟𝑒𝑓3
(𝑆𝑖) = 𝐶𝑜𝑠𝑖𝑛𝑒𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑆𝑖, title) (6) 

 

2.1.1.4. 𝑓4 – sentence length feature: According to this feature, it is expected that longer sentences 
include more knowledge. For a sentence 𝑆𝑖 in a document d, the score of each sentences is calculated 
according to Equation (7) as follows: 

𝑆𝑐𝑜𝑟𝑒𝑓4
(𝑆𝑖) = total number of terms in 𝑆𝑖 (7) 

 

2.1.1.5. 𝑓5 – term frequency feature: This feature assumes that the value of the term depends on 
number of occurrences in the document [13]. The score of each sentence is calculated according to 
Equation (8) as follows: 

𝑆𝑐𝑜𝑟𝑒𝑓5
(𝑆𝑖) = ∑ 𝑡𝑓(𝑑, 𝑡𝑘)𝑚𝑖

𝑘=1   (8) 
 

where 𝑚𝑖 is the total of different terms in 𝑆𝑖 and tf (d, 𝑡𝑘) is the number of times term 𝑡𝑘 occurs in 
document d.  

2.1.1.6. 𝑓6 – word sentence score feature: This feature directly depends on the frequency of a term 
and inverse sentence frequency (TF-ISF) of 𝑡𝑛 in 𝑆𝑖 (I = 1,...,N), while N is total number of sentences in 
the document [14]. 

The TF-ISF score of 𝑡𝑘 is Si is calculated as shown in Equation (9) as follows: 

TF–ISF (𝑆𝑖,𝑡𝑘) = tf (𝑆𝑖, 𝑡𝑘)*[1 − 
𝑙𝑜𝑔(𝑠𝑓(𝑡𝑘)+1) 

𝑙𝑜𝑔(𝑁+1)
]  (9) 
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where tf(𝑆𝑖, 𝑡𝑘) is the number of times 𝑡𝑘 occurs in Si and sf(𝑡𝑘) is the number of sentences including 
the term 𝑡𝑘. 

For a sentence 𝑆𝑖 in the document d, this feature is calculated according to Equation (10) as follows: 

𝑆𝑐𝑜𝑟𝑒𝑓6
(𝑆𝑖) = 0.1 + 

∑ 𝑇𝐹𝑠−𝐼𝑆𝐹(𝑆𝑖,𝑡𝑘)(𝑑,𝑡𝑘)
𝑚𝑖
𝑘=1

𝐻𝑇𝐹𝑆
 (10) 

 

where HTFS is the highest (TF-ISF) summation among all of the sentences in the document. In 
addition, 𝑚𝑖 is the total number of different terms in 𝑆𝑖 and LS is summary length. 

2.1.1.7. 𝑓7 – positive word feature: In the Persian language, a positive word includes ‘ خلاصه’ 
(kholaeseh: summary), ‘پایان’ (payan: the end), ‘ نهایتا’ (nahayatan: finally), (banabarin: hence) ‘بنابراین’ 
etc. that are used in important sentences. This feature is calculated according to Equation. (11) as 
follows: 

𝑆𝑐𝑜𝑟𝑒𝑓7
(𝑆𝑖) = total number of positive words in 𝑆𝑖 (11) 

 

2.1.1.8. 𝑓8 – LSA-based feature: The goal of this feature that is based on [10]is to select sentences 
that are related to all significant subjects of the document. At first, in this feature must is carried out 
in the singular value decomposition procedure on a term-sentence matrix of the document. 
Therefore, singular vector matrix 𝑉𝑇 and the diagonal matrix Ʃ are acquired. Now, vector space B is 
created in line with Equation (12) as follows: 

B = Ʃ2𝑉𝑇 (12) 
 

Therefore, each sentence gives a score by using Equation (13) as follows: 

𝑆𝑐𝑜𝑟𝑒𝑓8
(𝑆𝑖) = √∑ 𝑏𝑚𝑖

2𝑟
𝑚=1  (13) 

 

where r is the number of dimensions in the new latent space and 𝑏𝑚𝑖 values are the value of matrix B. 
In this study, the best value for r is equal to the length of all of different words divided by 10. This 
value is acquired in the experiment. 

2.1.1.9. 𝑓9 – centrality: This feature  combines the similarity, the common friend and the common  
n-grams among the intended sentence and all the other sentences. Then for the normalisation, this 
feature is divided into N−1 in which N is the number of sentences in the document. This sentence 
feature is expressed as in Equation (14) as follows: 

𝑆𝑐𝑜𝑟𝑒𝑓9
(𝑆𝑖) = 

∑ 𝑠𝑖𝑚(𝑆𝑖,𝑆𝑗)𝑁−1
𝑗

𝑁−1
 + W 

∑ 𝑛−𝑓𝑟𝑖𝑒𝑛𝑑𝑠(𝑆𝑖,𝑆𝑗)𝑁−1
𝑗

𝑁−1
 + 

∑ 𝑛−𝑔𝑟𝑎𝑚𝑠(𝑆𝑖,𝑆𝑗)𝑁−1
𝑗

𝑁−1
 

|i ≠ j sim (𝑆𝑖, 𝑆𝑗)) >α 
(14) 

 

where 𝑆𝑖 is the intended sentence and 𝑆𝑗 is the other sentences in a given document. In addition,  
N is the number of sentences in the document and α is the similarity threshold that is obtained 
experimental. In our study, using experimental, the similarity threshold is taken as 0.03 and the best  
n-gram is taken as bigram. 

2.2. Combining sentences features with GWO 

At the first step, all of scores of sentence features are normalised to the range (0,1). Then each 
sentence was given a score that was achieved from combination all of features. The combination 
feature is calculated as shown in Equation (15) as follows: 

Score (𝑆𝑘) = ∑ 𝑤𝑖
9
𝑖=1 𝑓𝑖 (15) 
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where 𝑤𝑖 determines the weights of features. In this segment, based on [5] paper, we express what is 
the idea of GWO and how the GWO acquires weight. 

The GWO has a number of parameters that are initialised, they are as follows: 

• The number of dimensions of each wolf: This parameter, based on the problem, can accept any 
number. In our study, because there are five main classes’ weights and 12 weights for sentence 
features, the number of dimensions is 17. 

• The number of wolves: This parameter determines how many wolves’ algorithms are needed to 
reach the goal. This parameter can be determined through the experiment. 

• The number of attacks: This parameter determines how many times the GWO attacks. This 
parameter can be determined through the experiment.  

 
In our study, the number of wolves is equal to 5 and the number of attacks is equal to 500. 

3. Corpus 

In order to find the efficiency of the GWO system, this paper has used a Persian corpus that has 
both its document and its abstract. This corpus includes 209 documents. Also, the data set has been 
divided to two sets. One of them called ‘train’ includes 168 documents and the other one that is called 
‘test’ includes 68 documents. This data set is human-generated abstractive summary. 

Table 2. Attributes of the Persian data corpus  

 

4. Results 

Our proposed method used the F-measure metric to show degree of similarity between 
summarised text by human and summarised text by system. F-measure uses precision (P) and recall 
(R). Suppose that S is the system-generated summary and T is the reference summary, then these 
measures are defined as follows: 

P = 
|𝑆∩𝑇|

|𝑆|
, R = 

|𝑆∩𝑇|

|𝑇|
, F = 

2𝑃𝑅

𝑅+𝑃
 (16) 

 

At the first, we calculate F-measure for the training data set. The results are shown in Table 3. As 
shown in Table 3, GWO has the best F-score. Based on Table 3, the best sentence feature for our data 
set is centrality feature (𝑓9) where its value is 0.4384. The value of LSA-based feature (𝑓8) is very close 
to the value of centrality feature (𝑓9). Meanwhile, it is clear that using the combining sentence feature 
by GWO algorithm increases the performance of the system. The value of GWO is 0.5891. 𝑓𝐺𝑊𝑂 is the 
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highest value. Based on our data set, the weakest sentence feature is positive key words (𝑓7) and its 
value is 0.2589. It is clear that GWO performs better than ES and GA. GWO, GA and ES try to learn 
weights on training data set.  

Weights of GA and GWO are shown in Table 4. 

Table 3. Performance results of each feature on training the Persian data set 

 
 

Table 4. Weights 
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Table 5. Performance results of each feature on testing the Persian data set

 
 

The results of each sentence feature, GA and GWO, on testing the data set are shown in Table 5. 
We used weights of GWO and GA in Table 4 to extract important sentences in testing data set.  

The results in Table 5 show the best sentence feature in testing data set is centrality feature (𝑓9), 
where its value is 0.4392 and then value of LSA-based feature (𝑓8) is highest with 0.4328. It can also be 
depicted from Table 5 that GWO (0.4617) performs better than GA (0.4403) and ES (4515). Therefore, 
the proposed method has better performance rather than GA. 

5. Conclusion 

In brief, the contribution of this article was about using a new optimiser algorithm in ATS. This 
paper compared our method with GA and showed that GWO could be more valid, reliable and 
effective than GWO at least in our data set. 

Future proposed research should be carried out as follows: 

• Using text clustering and GWO simultaneously; 
• Using other sentence features; 
• Using ensemble algorithm includes GWO, GA etc.; 
• Detecting the type of text from weights of GWO! Is it possible? 
• Using another data set. 
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