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Abstract 

 
An innovative neural-fuzzy clustering method is for predicting cluster of each new sample with the probability of its 
presence. This method is an attempt to first divide the samples in the region by fuzzy method with the probability of being in 
each cluster and then with the results of this Practice, the artificial neural network is trained, and can analyse the new data 
entered in the region with the probable percentage of the clusters. More clearly, after a full mineral exploration, the sample 
can be attributed to a certain probable percentage of anomalies. To test the accuracy of this clustering in the form of the 
theory alone, a case study was conducted on the results of the analysis of regional alluvial sediments data in Birjand, Iran, 
which resulted in satisfactory results. This software is written in MATLAB and its first application in mining engineering. This 
algorithm can be used in other similar applications in various sciences. 
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1. Introduction 

One of the most important and most widely used clustering algorithms is the FCM (Fuzzy C- Means) 
[1] algorithm, its samples are split into a number of clusters and the number is predefined. In the fuzzy 
[2] version of this algorithm, the number of clusters is already specified (in this study and the 
proposed method, we need two clusters of anomaly and field, so the parameter C represents two 
clusters). Take a look at the example below to see how fuzzy clustering works. In Figure 1, a single-
dimensional distribution of input samples is presented. 

 
Figure 1. One-dimensional distribution of samples 

 

If we use the classical c mean algorithm, the above data will be split into two distinct clusters, and 
each instance will only belong to one of the clusters. In other words, the membership function of each 
sample will have 0 or 1 [3]. The result of the classic clustering is according to Figure 2. 

 
Figure 2. Classical clustering of input samples 

 

Figure 2 shows the subordination function associated with the cluster A. The subordinate cluster b 
function of the complement is the membership function of A. As you can see, the input samples belong 
only to one of the clusters, in other words the matrix U is binary [4]. Now if we use fuzzy clustering we 
will have: 

 
Figure 3. Fuzzy clustering of samples [5] 

 

You can see that in this case, the curve of the membership function is smoother and the boundary 
between the clusters is not definitely defined. For example, a sample marked in red is attributed to 
the cluster B with a degree of attribution of 0.2 and to cluster A with 0.8 degree [6]. 

Strengths of the Fuzzy C Means Algorithm: 

• Always converges. 
• No monitoring algorithm. 
 

Artificial neural networks are inspired by the animal’s nervous system [7]. Artificial neural networks 
cover a much smaller range of biological nerve networks and have much less ability and capability 
than biological neural networks [8]. What is actually considered is the computational ability of the 
network to perform a particular activity as the approximation of a function. GRNN is often used for 
approximation of functions, and its structure is similar to a radial network, but in the second layer 
there is a small difference with the radial network [9, 10]. 
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The difference can be seen in Figure 4 in the nprod box. In the nprod box, S2 drives in the n2 vector. 
Each vessel is produced by a row LW 2.1 and input vector a1 from the first layer, and all of them are 
normalised by the sum of the droplets a1[7, 11, 12]. 

 
Figure 4. GRNN architecture [13] 

 

The criteria for reaching the desired prediction are to select the appropriate radius for the network. 
It also provides a high degree of accuracy for training data [14]. 

2. Algorithm 

The algorithm of work is taken as Figure 5, so that first the data of the region are divided into two groups of 
anomalies and fields by the FCM method and the probability percentage of the anomaly of each sample is 
determined, then the data and the percentage of probability. The data are then given to the GRNN [15] 
and then given the new sample to this system, the probability of belonging to the sample is determined 
by the anomaly. 

 
Figure 5. NFCMR flowchart 

3. Location and geology of the studied area 

The studied poly-metal region is located in South Khorasan province and 30 kilometers northwest of 
Birjand city, East Iran [16] (Figures 6 and 7). 
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Figure 6. The studied area 

 

 
Figure 7. Place the samples taken and estimate other points by kriging 

 

This region is located in the northwest of the Lut zone in terms of the division of the structural 
states of Iran’s crust in the eastern part of the Central Iranian continent [17]. The Nehbandan fault 
system, which covers all the Sistanian states, enters the Lut zone in the northern part, with a change 
of direction to the west [18]. The Cheshmeh Khouri area is located in the westernmost Splay (Splay) 
area, a structural change that is affected by the shaft of this fault system [19]. 

  



Shirazi, A., Shirazy, A., Saki, S. & Hezarkhani, A. (2018). Introducing a software for innovative neuro-fuzzy clustering method named NFCMR. 
Global Journal of Computer Sciences: Theory and Research. 8(2), 62-69. 

 

66 

The region’s image is generally composed of volcanic and intermediate cenozoic rocks in the form 
of andesitic masses, basaltic andesite, dacite, which in some cases have caused alteration and 
mineralisation. Pyroclastic deposits such as altered tuffs and cuttings with andesite rocks are also 
present in the region and non-combustible units such as conglomerate, sandstone, salts and young 
alluvium in the region are found [20]. 

4. Statistical analysis 

Samples were shown in logarithmic form in the statistical analysis carried out in Table 1, as well as 
the normality of the data. 

Table 1. Primary statistical results 

 Minimum Maximum Sum Mean Standard deviation Variance Skewness Kurtosis 

Cu 15 49.6 3272.1 27.2675 5.3913 29.066 0.45 1.49 
 

 
Figure 8. P–P graph as a log normal 

5. Testing the NFCMR method 

The data were separated as 30% as test data and 70% as training data randomly. The results were 
presented in Figures 9–12. 
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Figure 9. Forecast line and actual values (training data) 

 

 
Figure 10. Predictive and real data (training data) 

 

 
Figure 11. Forecast line and actual values (testing data) 
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Figure 12. Predictive and real data (Testing data) 

 

As you can see, the network has 99.99% accuracy for training data, and for test data, which is much 
more important than training data, it gives 99.69% accuracy, which indicates the high accuracy of this 
method in estimating the probability of anomalous/background sample. 

6. Conclusion 

The innovative method of neuro-fuzzy clustering in this paper is a method for predicting cluster 
(anomaly/background) of each new sample with the probability of its presence in clusters. This 
method, which is a combination of the Fuzzy C-Means clustering method and the General Regression 
Neural Network, is an attempt to first divide the samples in the region by fuzzy method with the 
probability of being in each cluster into two anomalies and field clusters (in Mining Engineering), and 
then with the results of this practice, the artificial neural network training, can analyse the new data 
entered in the region with the probable percentage of clusters. More clearly, after a full mineral 
exploration in Mining Engineering, the sample can be attributed to a certain probable percentage of 
anomalies. This method better demonstrates its effectiveness when it comes to extending the 
exploration area to other areas. However, this method can be used for any purpose and can be 
criticised and used with more studies for other sciences. To test the precision of this clustering as a 
purely theoretical one, a case study was carried out on the results of analysis of regional alluvial 
sediments data in Birjand, IRAN, whose accuracy was estimated as 99.99% in train data and 99.69% in 
test data, which yielded high accuracy results as shown. 
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