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Abstract 

 
The digital revolution and the communication platforms provided by the Web 2.0 virtual space era, such as social media, 
social networks, other tools and channels, create new opportunities for better marketing decisions based on user-generated 
data analysis. Every day customers of social media and other virtual tools are creating huge amounts of their actions-caused 
data, and businesses lack management tools supporting this process, which could create knowledge in the areas of deeper 
cognitive customer profiles and preferences. The growing number of social media users indicates the popularity of these 
communication tools among the information society, but science today lacks a deeper knowledge of social media-generated 
data and other algorithms for this kind of data usage. Therefore, the purpose of the article can be defined as the 
development of a conceptual model of big data generated by social media usage in business. The formation of the 
conceptual model is based on the analysis of big data assumptions and application possibilities, social media classification 
peculiarities and different channel specifics, identification of big data analysis methods and analysis of big data applications 
generated by social media. The conceptual model creates preconditions for deeper knowledge of user-generated big data in 
nowadays’ widely used communication platforms, as well as creation of the decision support tool for marketing specialists in 
order to use big data from social media in deeper cognitive customer profiles and preferences. The methods employed in this 
research are literature and other references analysis, synthesis and logical analysis of information, comparison of 
information, systemisation and visualisation. 
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1. Introduction 

Technological advances and increased information volumes have facilitated the accumulation and 
use of big data. The speed and growth of data generation are driven by the proliferation of mobile 
devices and constantly growing internet speed. The number of internet users has already exceeded 
four billion worldwide, which means that more than 55% of all humanity’s population are using the 
internet [30]. Rapidly rising social networks and social media have a great impact on big data projects 
as the popularity of these technologies are growing and the data, generated by social media, are rich 
in information. According to Statista [52], every minute internet users view more than four million 
YouTube videos, make more than three million searches on the Google search engine, share over two 
million photos on the social network and do a lot of other interactions that generate huge amounts of 
data. Moreover, in 2017, it was predicted that by 2021 the number of social media users will exceed 
three billion; however, according to the We Are Social report [57], this number was exceeded in 2018, 
which shows that it is obvious that the amount of data generated by social media will grow faster and 
faster [51]. Analysing such data provides valuable insights as it can reflect consumer behavioural 
trends and other public information that enables more accurate analysis [7]. A company that knows its 
customer has a great competitive advantage because it can make better decisions and develop 
products more efficiently based on the collected data. For such organisations, it is easier to 
communicate with existing or potential users, understand their needs and predict future behaviour. 
Moreover, organisations that are focusing on audience analysis based on data mining can spend their 
advertising budgets more efficiently and achieve better results than their competitors. Data from 
social networks and search engines are not only growing in quantity and variety, but also expanding 
the boundaries and capabilities of big data as it is being connected with new platforms and channels. 
However, there is a lack of tools for understanding the value created by big data and for creating the 
conditions for using it. The problematic issue of this work is the potential of big data generated by 
social media in marketing. The aim of the thesis is to form a conceptual framework for the use of big 
data generated by social media. The following tasks have been set to achieve the goal: 

− To analyse the concept of big data and the development of the concept; 
− To analyse the definition of social media data and the classification paradigm; 
− To analyse the possibilities of using data generated by social media; 
− To create a conceptual model for the use of big data generated by social media. 

 

Literature and other references analysis, synthesis and logical analysis of information, comparison 
of information, systemisation and visualisation methods are employed in this research. 

2. Big data characteristics and evolution of the concept 

Increasing automation, internet speed and the proliferation of smart devices all contribute to the 
continuous growth of data volumes. The amounts of data have become so large that simple databases 
are not capable to manage them, as well as traditional methods and programmes are no longer 
proper for storing and analysing such data. To define these large amounts of data, the term ‘big data’ 
was formulated. 

It is said that the term ‘big data’ was first mentioned in 1998 during the presentation by John 
Mashey of Silicon Graphics. Later, this term was also used in academic literature [59]. Currently, the 
term ‘big data’ is widespread; however, various definitions of big data can be found in the literature, 
and different authors formulate this concept based on various aspects, for example: 

− Oussous et al. [42] define big data as large, fast-growing amounts of data that are composed 
of heterogeneous formats: structured, unstructured or semi-structured data that require 
powerful technologies and advanced algorithms, as traditional data-retrieval methods for such 
data are no longer effective. 
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− Alharthi et al. [6] define big data as large amounts of large-scale data created by human 
activity, which is difficult to manage using traditional analytical tools. 

− Politaitė and Sabaitytė [44] claim that big data are large data arrays for which conventional 
data processing tools are not proper. 

− As defined by Yin and Kaynak [61], big data are data sets whose size exceeds the ability of the 
conventional database software to accumulate, store, manage and analyse. 

− Sharma [48] also emphasises that these are data sets that are so large and complicated that 
they become difficult to process using traditional data processing applications and tools. 

 

It can be noted that the authors emphasise the size, growth and speed of this data, as well as the 
fact that it is difficult to process using traditional data analytics tools. Some authors define big data 
based on the three main characteristics attributed to the 3Vs model: volume, variety and velocity [6], 
[37], [46], [53]. 

− Volume defines the size of the data that is stored. Big data can be provided in terabytes, 
petabytes, zetabytes or exabytes. However, the definition of big data size is relative and may 
vary depending on the data type or sector of use [23]. For this reason, there is no precise 
definition of what amount of data is required for data to be considered as big data. Also, 
because of the growing amount of data and advanced technologies, the perception of big data 
is changing, that is why data which is considered as big data today can no longer be 
considered as big data later. It is estimated that in 2012 about 2.5 exabytes of data were 
generated each day and these figures doubled over 40 months [39]. According to the 
International Data Corporation, in 2013, this number exceeded four zetabytes [45]. Moreover, 
it was predicted that in 2020 the data volume will reach 40 zetabytes [36]. 

− Variety defines the heterogeneity of collected data [53]. This feature highlights the fact that 
big data can be generated from multiple sources and formats, including structured and 
unstructured data [46]. However, majority of the data (95%) are unstructured, including data 
generated by social networks, sensors and smart devices. Although companies have previously 
collected large amounts of data from internal and external sources, the use of big data has 
changed as new technologies are used to process and analyse data [23]. In other words, 
technological advancements enable companies to collect, process and analyse big data more 
efficiently. 

− Velocity refers to the speed of data generation (how often the software generates new data), 
the speed at which it should be analysed and processed and how fast data is transmitted to 
the analytical data set after the data is generated [23], [46]. The growing use of internet-
enabled devices and social media is leading to the speed of data collection and the need for 
real-time analysis and evidence-based planning. Data generated by smart devices and mobile 
applications generate high-speed information flows that can be used to analyse data in real 
time, thus creating customised offers for existing and potential customers [23].  

 

In newer literature, the authors have broadened the concept of big data with the 5Vs model, which 
is complemented by the 3Vs model with two new components – veracity and value [48], [61]: 

− Veracity is important as the majority of data coming from the internet or various sensors is 
incorrect [45]. Data collection should include requirements that define data accuracy and 
correctness. Therefore, it is important that erroneous data would be removed before the 
analysis processes begin. The company should define what data are needed and for what 
purpose, thus reducing the amount of false or unnecessary data [61]. Data flows are growing 
rapidly, and large volumes are more difficult to process, requiring more resources and leading 
to misconceptions (the greater the amount of data, the bigger the possibility of false 
information). 

https://doi.org/10.18844/gjit.v10i2.4764


Sabaityte, J. & Karpoviciutė, R. (2020). Conceptual usage model of big data generated by social media. Global Journal of Information Technology: 
Emerging Technologies. 10(2), 128–145. https://doi.org/10.18844/gjit.v10i2.4764 

131 

− Analysing the collected data provides valuable insights on how companies can adjust their 
strategy, improve their production, get to know their client, create personalised messages and 
gain a competitive edge. This leads to another characteristic that is value. It is important to 
understand that the data itself is not valuable, the value is obtained by analysing it [45]. 
Cavanillas et al. [15] have provided the data value creation chain which contains the processes 
of data collecting, analysis, mentoring, storage and use (Figure 1). As a data analyst can track 
business trends in a variety of queries and filter the data, the value can be described as a key 
feature of big data [27], [49] and the final product. 

 

 

Figure 1. The chain of big data value creation (created by the authors, based on [15]) 
Analysing the concept of big data, 6Vs [25] and 7Vs [23] models with validity and visibility 

characteristics were offered: 

− Validity describes the logic of the data [35]. At first sight, this characteristic may be associated 
with veracity. However, when speaking about validity it is more important to know whether 
the data has meaning assigned to it or whether it corresponds to the facts. The need for 
justification can be linked to the protection of personal data, as it is important to ensure that 
the source of the data is transparent and appropriate for storing such data. 

− Visibility is also important to ensure that the data are reliable and accessible. This feature 
allows the user to see and analyse the data with their access [23]. 

 

It can be seen that the V models are evolving – they are complemented by new elements based on 
the big data properties. Considering that the V models are based on the characteristics of the big data, 
it would be appropriate to treat them as models of big data characteristics (Figure 2). 
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Figure 2. The elements of big data characteristics models (created by the authors, based on [6], [23], [35], 
[46]–[48], [53], [61]) 
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By analysing the scheme, it can be observed that big data characteristics models include elements 
of volume, variety, velocity, value, veracity, validity and visibility. In the figure, the grey colour is a 
representation of elements specific to a particular data model. With the evolution of big data models, 
the old elements remain as important, but they are complemented by new elements that define big 
data not through the prism of their properties but are more focused on data quality. 

To sum up, it can be said that big data is a large variety of high-volume, fast-growing data that 
requires advanced storage and processing technologies and that can provide valuable insights. 
However, in order to derive value from this data, it is important that data would meet conditions of 
fairness, reasonableness and visibility. 

3. Classification of big data 

To better understand the characteristics and diversity of big data, it is important to define the 
possible types of big data. Big data can be categorised according to their specific characteristics, such 
as source or data format. 

Some of the authors [13], [21], [22], [23], [6] identify possible data sources as follows: 

− Social Media. It is a source of information that allows users to share or exchange information 
and ideas in virtual communities, such as blogs, microblogs or social networks [27]. Social 
media generates such data as social networking links [8], [16], photos, comments, headlines 
[56], video records, reactions (such as ‘likes’ on Facebook or sharing other users’ content). 

− Smart devices. Data from smart devices (phones, computers and other digital devices) are 
attributed to machine-generated data – data that are automatically generated from devices or 
software such as computers, medical devices or any other devices, without human 
intervention [27]. 

− Internet of Things devices. Numerous smart devices connected to the internet, such as 
smartphones, tablets and digital cameras, interact with each other to generate huge amounts 
of data [27]. The Internet of Things technology describes the relationship between physical 
things and people in the world, combining technologies and platforms. 

− Sensors are used to transmit signals that can encrypt physical data (e.g., photoresistors 
transmit solar-related data). 

− Transaction data (e.g., financial transaction data, medical records, e-commerce website 
transactions, such as orders and payments). 

 

Most authors [23], [27], [46], [61] introduce the following types according to the big data format: 

− Structured data includes data related to databases that have a structure [53]. Structured data 
can be numbers, words, dates and data tables. Such data are easy to input, store and analyse. 

− Unstructured data include data collected using modern technology, such as photos, graphics, 
audio files, comments, email, blog posts and other types of files. Unstructured data represent 
95% of all data [23]. 

− Semi-structured data include data that do not conform to the strict standards covering fully 
structured and unstructured data [53]. XML files are assigned to semi-structured files. 

 

Thus, in the literature, most of the data are classified based on the source or data structure. 
Structured and unstructured data require different processing methods. It is also important to 
emphasise the fact that unstructured data are more difficult to analyse, it requires more advanced 
technologies, but its processing can provide more valuable insights, allowing us to understand the 
consumer’s behaviour and interests better. Using data mining technologies and algorithms from 
unstructured data, structured data can be extracted [23].  
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Moreover, social media data can be divided into two more groups [23]: 

− User-generated content, which is data that include user-published content, such as photos, 
videos, reviews, comments etc.; 

− Data based on user relationships and interactions. 
 

These aspects determine which perspectives are used to analyse the available data – the user-
oriented content analysis, which focuses on content, e.g., analysing photos, videos, reviews and 
comments, and structural analysis, where data based on user relationships are analysed. 

Thus, when classifying and distinguishing big data, it can be observed that different data groups 
require different analytical methods. Also, when planning big data projects, organisations can 
accurately predict what data should be collected and how it should be planned for further processing 
and analysis operations. 

Until now, social media has been seen as a communication channel, but nowadays more and more 
attention is being paid to analysing social media as a data source and identifying opportunities for 
their use. Therefore, the following section will analyse the potential of using big data from this source 
and data mining methods. 

4. The concept of social media classification 

With the rapid growth of social media popularity, the data volumes generated by social media and 
usage opportunities are growing as well. From 2010 to 2018, the number of social media users has 
increased more than three times – in 2010 there were 0.97 billion social media users worldwide [51] 
and in 2018 this number exceeded 3.19 billion [57]. Social media includes not only sources of 
information, but also collects and stores huge amounts of information related to consumer behaviour 
online [4]. Based on the comments, reactions to posts, news that users follow or by who they are 
being followed, data analysts can say a lot about users and their behaviour. With big data coming from 
social media, marketing professionals can gain useful insights and implement data-based marketing 
strategies. The growing importance of social media data is also supported by the growing number of 
searches in this area. Based on Google Trends data, since 2013 the number of searches related to big 
social media data has doubled (Figure 3). 

 

 
Figure 3. Trends of ‘Big data in Social Media’ searches from 2011 to 2018.  

(created by the authors, based on Google Trends data) 
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In the scientific literature, authors distinguish social media as one of the major data sources [11], 
[31], [41]. There are various definitions of social media provided by researchers, such as: 

− Gruebner et al. [26] identify social media as online programmes that allow users to share and 
use content and communicate with each other in a variety of ways. 

− Constantinides [18] writes that social media is defined as Web 2.0 applications that allow 
creating, editing and distributing user-generated content. 

− Henderson and Bowley [29] defines social media as a set of programmes focused on user 
participation, information sharing and collaboration. 

− According to Kaplan and Haenlein [32], social media is a group of web-based programmes that 
rely on the Web 2.0 ideological and technological bases to create and exchange user-
generated content. 

− Wildman and Obar [60] synthesised the definitions of various authors and identified four main 
features attributable to social media that are important for understanding the principles of 
social media performance: 1) these are Web 2.0 programmes; 2) these programmes are 
driven by user-generated content; 3) the principle of operation is based on individual user or 
group profiles; 4) by connecting individuals or groups, social media services facilitate the 
development of social networks. It can be noted that the definitions of the above-mentioned 
authors are also based on these features.  

 

Digging deeper in the concept of social media, it is expedient to distinguish the types of social 
media. The main types of social media that are highlighted in literature are social networks, web blogs, 
microblogs, content communities etc. [11], [19], [33]. To gain a deeper understanding of social media, 
it is necessary to conduct an analysis of social media classification paradigms. One of the most popular 
classifications of social media can be Constantinides and Fountain’s [19], a classification based on the 
use of social media. The five main categories of social media are distinguished into blogs, social 
networks, content communities, forums and content aggregators. Meanwhile, Kaplan and Haenlein 
[32] classify social media based on information that can be transmitted over a certain amount of time 
and self-disclosure – their classification of the above-mentioned social media forms is complemented 
by virtual social worlds and virtual gaming worlds. However, the purpose of this work is to focus on 
the use of social media data for marketing and communication purposes; the main types of social 
media remain social networks, news sites, content-sharing programmes, blogs and microblogs, forums 
and content aggregators. 

Various types of social media differ in their purpose, functionality and generated data: 

- Web blogs are a form of social media that is similar to a diary [54]. Blogs are defined as 
simple-to-use personal websites where users freely share their experiences, stories, content 
(texts and photos) or comment on other users’ posts. With the Twitter application, the blog 
media has expanded the microblogging format. 

- Microblogging allows you to publish small-scale text messages that are visible to all readers or 
a user-selected group of users [32].  

- Social networks can be defined as a set of services that enable individual users to create 
personal profiles and share various information about themselves, publish pictures, write 
public announcements, search for other users, make new contacts and exchange contacts 
[17]. The popularity of social networks among consumers is growing rapidly. According to 
Statista [50], [51] data, in 2012 the average time spent on social networks per day was 90 
minutes, but in 2017 this number increased to 135 minutes (Figure 4). 

https://doi.org/10.18844/gjit.v10i2.4764


Sabaityte, J. & Karpoviciutė, R. (2020). Conceptual usage model of big data generated by social media. Global Journal of Information Technology: 
Emerging Technologies. 10(2), 128–145. https://doi.org/10.18844/gjit.v10i2.4764 

135 

 
Figure 4. Daily time spent on social networks per day worldwide from 2012 to 2017.  

(created by authors, based on Statista [50], [51]) 
 

− Content communities are social media spaces where users share a particular type of 
information and content. The most popular content communities are pictures communities 
(e.g., Flickr or Picasa) and videos communities (e.g., YouTube, Vimeo). 

− Forums are virtual discussion spaces, often related to specific themes or hobbies [19]. The 
content created by users in forums is easily found by search engines (e.g., Google) and 
accessible and visible for all internet users. 

− Content aggregators – the first category of content aggregation systems includes programmes 
that allow users to easily access fully customised, syndicated web content using social 
bookmarking or RSS feeds; in the second category, content aggregators include programmes 
based on content gathered from multiple sources to create new, customisable content 
products or services (e.g., Google Maps) [18]. 

 

For more details on the types of social media, it can be noted that these types of social media are 
divided into smaller units – channels or platforms. For example, based on the data from the 
SimilarWeb platform, some of the most popular channels can be categorised as blogging platforms 
(Tumblr and Blogger), microblogging (Twitter and Tumblr; the platform has options to post both short 
messages and long texts), social networks (Facebook, LinkedIn and Google+), content communities 
(YouTube, Flickr and Instagram), forums (Quora and Stack Overflow), content aggregation applications 
(Flipboard and Alltop) and others. It is important to note that this is only a small part of the social 
media channels. 

Zhu and Chen [62] classify social media based on the nature of the connections (profile-based or 
content-based) and the level of customisation of messages (broadcast or customised) – level of 
customisation describes the degree to which a service is customised to satisfy an individual’s 
particular preferences. Social media (such as Facebook, Twitter and Whatsapp), and content-based 
social media can include content communities (such as Instagram, Flickr, Pinterest and YouTube). 
Based on the types of social media presented by the authors and the channels assigned to them, 
Figure 5 was created. 

In summary, social media are Web 2.0-based programmes that enable users to create profiles, 
connect to communities and share information. It can be noted that social media have different forms 
of user involvement, channel specificity and type of data generated, covering both textual data (e.g., 
messages, comments and feedback), visual and complex data (e.g., videos and photos), interactions 
and operations. With the rapid growth of social media popularity and consumer engagement, data 
volumes are also growing creating favourable conditions for the application of social media data 
analysis in the business environment. 
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Figure 5. Social media classification (created by the authors, based on [19], [32] 

5. Big data mining methods 

It is important to emphasise that the value of data comes from collected data analytics. As for the 
analysis of social media data, Aggarwal [3] found two possible directions of social media data analysis: 
communication or structure analysis and content-based analysis. Relationship-based and structure-
based analysis provides an opportunity to analyse network nodes, connections and communities and 
to identify developing regions. This analysis provides a good overview of core network behaviour, can 
be used to cognise the consumer or to predict a certain group’s behaviour. Also, as social media 
contains different types of content, it is a favourable environment to apply textual and visual data 
analysis, which can provide valuable insights. 

As mentioned earlier, big data has a complex structure and traditional analytical methods are not 
sufficient for them; that is why it is important to review possible techniques for machine learning 
analysis that can be applied for big data mining. Based on the analysis of scientific and methodological 
literature, it can be said that the general methods of machine learning data analysis include 
classification, clustering and regression [10]. These methods are divided into two types of machine 
learning methods: supervised and unsupervised methods. Supervised machine learning methods 
include classification and regression techniques, not supervised – the clustering method. 

In most cases, the data retrieval method uses a classification method, whereby pre-categorised 
samples are used to prepare a classification model or algorithm [5]. The main task of this method is to 
create a data tagging algorithm by which the data will be divided into classes according to the 
submitted data. Data classification is a two-step approach [2]: 

1. Learning – classification of available data by classification algorithm. At this stage, a 
classification model or algorithm is identified that analyses large amounts of data based on 
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the databases provided and their compatibility classes. This stage is considered as a learning 
phase because the model is based on the data from which the model or algorithm is learning. 

2. Applying the method – this stage checks the accuracy and consistency of the model. Test data 
groups are analysed, and the accuracy of algorithm performance is checked – if it is accurate 
and the classification is done correctly, then the analysis of unknown and unmarked data is 
started. 

 

The most popular and simple classification method is the decision tree method, but it is also 
possible to distinguish between support vector, neural network, Naive Bayes classification (based on 
Bayes theorem), association-based classification and methods of closest neighbours. In terms of social 
media data, clustering can be applied at the stage of data cleaning. Because the data are collected 
from many users and sources, a large number of data may be false or excessive (i.e., have extraneous 
data that are unnecessary or misleading), so it is necessary to process and prepare them before 
starting the data analysis. This can be carried out using a rule-based text classification or learning-
based classification that works based on the analysis of tagged data [58]. 

Another method of machine learning applied to data mining is clustering. By applying this method, 
the algorithm looks for similarities between objects and when they are found, similar and different 
objects are grouped [38]. This is a self-contained, unmanaged data-purity technique that at first glance 
resembles a classification. Although these methods seem to be similar, they actually work based on 
different principles. By using the classification method, the data have assigned tags that assign them 
to classes. Using the clustering method, data are grouped according to similarities and differences 
within a data group, rather than based on common group characteristics (tags) [2]. 

For change and trend predictions, the machine learning regression method is used. Regression can 
also be used to model relationships between one or more variables and to detect change trends [44]. 
The following are the different types of regressions: linear regression, nonlinear regression, 
multidimensional linear regression and multidimensional nonlinear regression. The application of 
trend analysis includes forecasting the growth of customers or sales, predicting the effectiveness of 
advertising campaigns, remaining changes in consumer behaviour etc. [58]. 

To sum up, it can be noted that all the techniques of data retrieval are different – some of them 
require human intervention, others can act independently. Techniques also differ in the way in which 
they can return after the data analysis. Data tying techniques should be chosen based on the expected 
outcome and the desired outcome – whether the company seeks to identify common, recurring 
interests and differences between users or to identify changes. The company should choose a method 
that is suitable for analysing their data and helping to achieve their goals. 

6. Possibilities of using big data generated by social media 

Based on the analysed literature, the possibilities of using big data generated by social media are 
described briefly in the following sections. 

6.1. Audience segmentation 

For effective marketing, it is important to identify the audience we are planning to reach and 
influence. Social networking data allows us to identify relationships between users and detect 
different communities of customers who can share similar interests. Based on this data, companies 
can make decisions on how to adjust their strategy, adjust marketing strategies and predict how this 
might affect the future performance of a company. Also, while exploring relationships between users, 
it is possible to identify opinion leaders – influencers – who influence the community and use them in 
a communication strategy. The analysis of online consumer behaviour and online advertising audience 
segmentation – big data – provides the opportunity to monitor users’ behaviour, where they are 
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browsing, what are their interests and attribute to create a similar profile of consumer interest 
groups. This allowed advertisers to create and offer pre-designed segments of interest audience, and 
thus to advertise only to certain interested groups [20]. This provides an opportunity to reach 
consumers based not only on their demographic information (country, city, age and gender), but also 
on their behaviour or interests and attributes certain features to it, such as socio-economic class, 
family status and interests. For example, the online film company Netflix provides advertising 
messages that reflect its interests by analysing consumer behaviour and profile, which improves user’s 
experience and engagement [1]. 

6.2. Micro-targeting 

This is an audience-selection strategy used to create highly targeted ads. This strategy can be used 
for electoral or political campaigns [12]. A large amount of information about users is collected; by 
analysing the voters’ habits – what parties they support, how often they vote etc. – and based on the 
collected data, it is possible to predict the election results, as well as to identify geographic areas 
where candidates should organise meetings with potential voters, activate promotional campaigns or 
personalise messages focusing on issues relevant to potential voter groups [14], [40]. Micro-targeting 
can also be applied in a business environment to reach a specific, narrow, niche audience. For 
example, when organising campaigns on Facebook platform, advertisers can divide the audience into 
very narrow niches equal to few people or one person [9]. 

6.3. User profiling 

Social networks also allow setting up users’ (customers’) profiles. Based on the collected data, user 
profiles are created to identify user behavioural characteristics. User profiles are used in sales and 
marketing strategies [34]. The data generated by social networks can be used to create user profiles, 
as it provides an opportunity to track the user’s public opinion and behaviour in the online 
environment [43]. Based on the user profile, the company can personalise promotional messages to 
potential customers [7]. User profiles can also be used for customisation. Clustering and classification 
methods are used for user segmentation or user profiling. Behavioural classification and decision tree 
provide an opportunity to determine what products can be presented to the consumer as a 
recommendation on what kind of reactions can be expected [34]. Based on consumer behaviour and 
interests, interest groups can be created to analyse consumer behaviour and make suggestions and 
messages to other users of similar behaviour. Also, based on the user profile, organisations can 
provide product or service recommendations, such as the e-commerce company ASOS or online 
television company Netflix. 

6.4. Reputation management 

When analysing text data, programmes can group data in real-time to allow the company to track 
real-time performance indicators and trends. One example of such software is Brand Fibers, which 
analyses real-time social media data. By discovering trademark-related messages, the programme is 
able to attribute them to the appropriate categories based on the data source (e.g., by referring to the 
social network where the comment was left and the link to the record) and visually displaying the 
brand’s reputation changes and indicators. Methods of clustering and association analysis are the 
most commonly used methods of maintaining reputation management software [44]. 

Thus, big data provide the opportunity to get to know the client in real time, make better decisions, 
improve their performance and communicate more effectively. Choosing the right message for the 
right user and at the right time brings great value to the company and competitive advantage. 
Adapting messages is important because it establishes a closer relationship between the organisation 
and the consumer, which increases consumer loyalty, brand recognition and generates revenue and 
business opportunities [7]. Also, companies that know their user can use their advertising budget 
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more efficiently, as the results of data analysis allow the company to focus on a segment of potential 
customers rather than random audiences, thereby saving advertising costs and ensuring more 
effective communication. In addition, it helps to improve the product or service according to the 
experience of the users, thus creating better relations with the user. 

7. Challenges for big data projects 

Big data is identified as a factor that can give the company a competitive advantage and added 
value. Despite the benefits of big data, in 2015, Gartner said that 60% of the big data projects would 
collapse. Before starting big data projects, it is important to understand what factors determine the 
failure of the project and what are the potential risks and challenges. 

Big data has features such as volume, velocity and variety of data – it makes big data unique and 
valuable, but these features are also the cause of problems with data storage, analysis and 
visualisation ([31], [34]. Wamba et al. [55] named five potential difficulties for major data projects: 
legal aspects of data protection, technological and technical solutions, organisational culture (human 
resources), access to data and difficulties related to the industry’s structure. 

The rapidly growing data size requires the accumulation, efficient management and technological 
and technical resources. While current technologies are already able to store zetabytes of data – this 
amount is not enough, because data volumes are increasing so fast that it requires more and more 
storage space which can accommodate data. It is obvious that one of the resources that a company or 
organisation may lack are technical resources [48]. Before starting projects involving the collection 
and storage of big data, the company must foresee where the data will be collected – due to the high 
data growth rate, it is important to be able to increase the capacity of the database and have the 
financial resources to do so as the project launched can collapse due to excessive costs and lack of 
financial resources. Not only the data repositories, but also the software used to analyse the data, 
require significant financial resources. 

Not only technical and financial resources, but human resources also have significant importance. It 
is important to ensure that employees who work with large amounts of data are sufficiently 
competent, as false insights can lead to the failure of the whole project. Thus, one more risk that can 
be distinguished from human activity is the competence of employees. In recent years, great attention 
has been paid to the protection of personal data and privacy. Companies that start with big data 
should provide where and for how long the data will be stored, how the data will be secured, ensure 
that the data will not leak, as well as the privacy and security of the individual will be ensured and 
personal data will not reach third parties [48]. 

Sivarajah et al. [49] distinguish three categories of data related to big data, based on the life cycle of 
data: data challenges, process challenges and management challenges. Based on the categories 
mentioned, the difficulties may be related to data and its characteristics (data size, variety, accuracy, 
detection, rendering, logical reasoning and relevance), processing and techniques (how data will be 
collected, stored, issues related to integration, analysis method selection and presentation of results). 
The difficulties encountered throughout the process are security, privacy, legal and ethnic aspects, 
management and resource allocation. 

Gathering, processing and analysing big data are a complex process that requires a lot of resources 
(financial, technical and human resources). Before starting projects involving the collection and 
analysis of big data, the company should consider its capabilities and take a critical look at whether it 
really needs to initiate big data processes. 
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8. Conceptual framework of big data generated by social media usage 

Based on the researches and analysis, a theoretical model for the use of big data generated by 
social media was created (Figure 6). The model is based on the principle of a cyclical model, as the 
completion of one project can be followed by repeated projects focusing on other possibilities of using 
social media data. The solid lines used in the figure indicate a direct link between the elements of the 
model and the sequence of actions. Dotted lines indicate a possible but optional sequence of actions. 

Preparing for the development of a big data project requires complex planning that includes data 
collection, aggregation, analytical methods and further communication processes. Before starting the 
project, the organisation should define the purpose of the project and clear up what will be done 
during the data mining. This step is important because it narrows the data field by eliminating data 
that are not needed, thus reducing the possibility of false insights. 

The second step is the analysis of internal resources. Following a literary analysis, it was noted that 
the lack of technological, financial and human resources can lead to a project collapse and potential 
risk factors; therefore, the organisation needs the necessary resources to ensure the smooth running 
of the project and prevent potential failures. Another important factor that should be considered at 
the beginning of the project is ensuring data security and the organisation’s policy on the matter. 

Social media data are made up of user-generated content and user interactions – these data can be 
obtained from social media platforms and software such as blogs, microblogging, social networks, 
forums, content aggregation systems and virtual social worlds. These sources may include 
unstructured data such as photos, videos, reviews, comments, various operations etc. 

The data analysis process can be divided into three stages: data collection, aggregation and 
analysis. Because of the large amount of information and diversity of the large data, the analysis of 
such data requires advanced analytical techniques such as machine learning techniques, including 
classification, clustering and regression. When using the clustering and classification techniques, a 
user profile can be created. These methods can also be used for audience segmentation. With the 
exception of certain audience segments covering both broad and niche audiences, the organisation 
can conduct audience-oriented communication. By analysing collected data, valuable insights and 
trends can be identified, and this can lead to further communication strategy or require actions 
related to the reputation management of the organisation. It can also be a useful tool for evaluating 
the market position of an organisation. 

The last step in this model is communication, which can be done through personalised messages or 
customised offers. In communication processes, consumer’s responses to messages may return data, 
such as comments or feedback, in a form that determines it, and its process may become cyclical and 
repetitive from the beginning. 

The model is theoretical and therefore requires empirical approval. The model illustrates the 
organisation’s path from goal-setting to communication based on social media data analysis. As there is 
a lack of models about analytical methods and how companies should work with social media analytics, 
this model could be used to draw up an action plan before starting a major data-based communication 
project. With further research and literary analysis, the model can be complemented with technological 
analytics and data mining tools to create even greater value. 
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Figure 6. Conceptual framework of big data generated by social media usage. 

9. Conclusion 

An analysis of the scientific literature has shown that there is no single precise definition of big 
data. However, most authors define big data according to their attributes such as volume, velocity, 
variety and so on. Summing up the big data can be described as the volume of high-volume and high-
speed information generated by people or devices requiring innovative and evolving technologies 
capable of collecting, storing and processing them. Big data is diverse and can be categorised based on 
different features, such as source, content, collection, storage and processing. The most important 
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categories of data in the literature are structured, unstructured and semi-structured data, which are 
based on data content and format. 

As the number of users of social media and social networks grows, the amount of data generated 
by social media is also increasing. This is useful for businesses as they can better understand their 
customers by collecting and analysing such data and discovering useful insights that can be used to 
adjust strategies, user profiling, audience segmentation or reputation management processes, or 
niche orientation to focus on narrower audiences. 

Data from big data can be analysed in real-time using machine learning methods. In the analysis of 
social media data, classification and clustering methods are most commonly used. When planning big 
data projects, the company should define the goals of the project and choose an analytical method 
that is most effective for analysing collected data. 

Many projects focused on big data fail due to insufficient technological, financial and human 
resources. Data analysis is a complex process – large amounts of data are difficult to manage, 
requiring high costs and expertise to get valuable insights from collected data. Before starting big data 
projects, companies should assess their position, capabilities and project goals, thus reducing project 
risk and eliminating unnecessary and unused data. Failure to assess the potential risks may result in 
inaccurate results, which can lead to project failure. 

The model shows the types of social media and incoming data. The process of collecting, 
aggregating, analysing and utilising data from a big data analysis project is also illustrated. The model 
should help in planning the use of big data in marketing and communication strategies and in 
identifying potential risks and opportunities. 

There is a lack of models in the literature on how companies should choose and apply different 
types of data mining. In this area, a deeper analysis of the possibilities of using social media data is 
needed, as well as research to identify the use of such data analysis methods in the market. 
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