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Abstract  

From the formation stages of the information society to the present day, new developments have been experienced in many 

areas such as data formation, processing, storage and sharing of data in electronic environments. In this context, many new 

technological concepts have been included in our lives. When it comes to data storage environments, the concept of "Cloud 

Computing", which has been developing and increasing in popularity in recent years, comes to our minds. In this sense, it is 

possible to consider three areas of cloud infrastructure; cloud computing, distributed storage and streaming 

communications. One of the first solutions that comes to mind is duplicating a task on multiple machines and waiting for the 

earliest copy to finish can reduce service latency; but intuitively, it costs additional computing resources and increases the 

queue load on servers. In this context, the effect of redundancy on the tail will be analyzed in the first part of the research. In 

a similar way, by requesting more than one copy of a file and waiting for any of them to arrive, the cloud storage requests 

will be accelerated for content download. In the second part of the research, generalization will be made from replication to 

coding and the (n, k) fork-join model will be studied to analyze the delay in accessing a storage system with (n, k) deletion 

code. This analysis will provide practical information that several users can access a content at the same time and provide 

faster service to the relevant users. Achieving low latency in streaming communication is even more difficult, as packets must 

be transmitted quickly and sequentially. Based on this structure, in the third part of the research, it is aimed to develop 

deletion codes to transmit redundant packet combinations and ensure smooth playback. In general, the aim of the research 

is to blend various mathematical tools from queuing, theory coding and renewal processes. It is foreseen that the techniques 

and insights to be developed with these dimensions of the research can be applied to other systems with stochastically 

changing components, and integrated studies can be made and contribute to the literature in this context. 
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I. INTRODUCTION 
 
    Cloud computing is a structure that allows the user to access, back up and transfer data over 

a remote server at any time, or to perform desired operations using applications running on a remote 
server in the internet environment (Marston, et al. 2011). Via the cloud computing, it is possible to 
access the desired data from anywhere and by using any electronic communication device, in line with 
the authority possessed (Uslu, et al. 2020).  

 
    Cloud computing service types consist of 4 types as private, public, hybrid (Hybrid) and 

community, according to their usage patterns. A public cloud is a type of service that provides general 
use to users over the internet by cloud computing service providers, or in other words, is open to the 
public (Shawish and Salama, 2014). Private cloud is a type of service where the security measures of 
users are higher than other cloud types in cases where the data security of companies is important. 
Companies generally prefer to purchase only in-house services by closing all access ways outside the 
institution (Garber, Malik & Fazio, 2013). Hybrid (Hybrid) cloud is a type of service where more than 
one cloud is used together. Hybrid cloud type is defined as a cloud cluster formed by shaping other 
cloud types according to needs (Tripathi & Jalil, 2013). A community cloud is a type of cloud that a 
particular organization or community uses together. The aim here is to bring together institutions in 
common working areas (Henkoglu, Kulcu, 2013).  

 
    Cloud computing is divided into three service models recommended by the National Institute 

of Standards and Technology (NIST). It is in the form of infrastructure service (Infrastructure as a 
Service: IaaS), platform service (Platform as a Service: PaaS) and software service (Software as a 
Service: SaaS) and allows to use one or more of these models. The cloud software service provides 
users with multiple web-based software and applications, allowing users to use them without 
installing software. This service model is a preferred model in terms of cost and time because it offers 
a fast, easy and ready platform to users  (Adhikari M. & Amgoth, 2018). The cloud platform service 
provides all the necessary facilities for the software development environment as well as allowing its 
users to develop new programs and manage their software (Yasrab, 2020).  

 
    Cloud infrastructure service is a cloud service model expressed as a resource cloud among 

users. It is a model that provides services such as dynamic data storage, virtual presentation of 
processor resources to be used, and network services by providing secure access according to the type 
of network the user needs (Keskın, et al. 2019).  

 
    Today, the rapidly increasing applications are now hosted in the cloud and latency is an 

important quality indicator in these services. Users expect fast response from cloud services as 
seamless as using a personal computer to run the application. This requirement becomes more of a 
necessity as more interactive and collaborative applications emerge. 

 
    The biggest advantage of hosting applications in the cloud is that large-scale sharing of 

resources provides scalability and flexibility. However, the side effect of sharing flexible and 
coordinated resources is the latency variability experienced by users. 
 

    This is because other jobs with higher priority in the queue occupy the cache, server outages, 
etc. may be caused by various factors such as. The problem is exacerbated when users run a business 
with several parallel tasks in the cloud, resulting in the slowest task to deliver the service. Therefore, 
providing uninterrupted, low-latency service to the end user is a challenging challenge in cloud 
systems. 
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    It has been used to reduce these delays with the use of redundancy, which is an important 
method in recent years. In cloud computing, running a task on multiple machines and waiting for the 
earliest copy to finish can significantly reduce latency (Dean &  L. Barroso, 2013). However, 
redundancy in user requests can lead to increased use of resources such as computation time and 
network bandwidth. For example, on platforms like Amazon EC2 and Microsoft Azure that offer 
computing as a Service, server time spent is proportional to money spent renting machines. 

 
    Cloud services are changing the world by giving people low-cost access to the computing 

power of data centers. Storing and processing data on shared servers in the cloud gives these services 
scalability and flexibility. However, large-scale resource sharing also results in unexpected changes in 
response times for individual servers. In this research we use replication as a tool to combat this 
variability. We examine three areas of cloud infrastructure: Cloud Computing, Distributed Storage and 
Stream Communication. 

 
    In Cloud Computing, copying a task on multiple machines and waiting for the earliest copy to 

complete can help reduce latency service. But intuitively, additional computational resources are 
required and queue load on servers increases. In the first part of this research, we examine the effect 
of duplications on sequence loads. Surprisingly, copying not only reduces the latency service, but also 
reduces the sorting overhead, thus making the system more efficient. Similarly, it can speed up 
downloading of content from cloud storage systems by requesting multiple copies of a file and waiting 
for any of them. In the second part of the research, it generalize replication to encoding, and the (n, k) 
fork-join model will be used to examine access time latency in a storage system with (n, k) delete 
codes. This research provides useful information on the number of users who can access a material at 
the same time and how quickly it can be achieved. Low latency is much more difficult to achieve 
during streaming communication because packets must be sent quickly and in the correct order. The 
third part of this research generates erasure codes to send redundant packet combinations and 
guarantee lag-free playback. 

 
    This research; it combines various mathematical techniques such as refresh processes, 

queuing and coding theory. Although we concentrate on cloud infrastructure, all systems with 
stochastically variable components can benefit from methodologies and insights. 
 

II. METHOD  
 
To address variation in response times for individual servers and reduce average latency, it is a 

good way to distribute a task among several servers and wait until the first copy is complete. 
However, replication can result in higher account resource costs and queue latency due to higher 
traffic load. Therefore, answering basic design questions becomes an important question: 

 
1. How many copies should be started? 
2. Which servers should the copies be assigned to? 
3. When should the same jobs be started and stopped? 
 
    This section presents a paradigm to answer these questions about redundant queues and 

explain how task replication can achieve cost-effective latency reduction. One key finding is that the 
'daily arc' characteristic of the task service distribution plays a critical role in deciding whether 
replication is beneficial. In the case of adding maximum replication, service distribution log-convex, 
latency (wait time and service time) and cost are reduced. Also, log-concave is more effective for 
reduced repetition and cancellation of early overactivity.  

    In this direction, the system model to be created with the formulation of the problem:  



Yıldız, E., P.  & Altınbas, S. (2023). Investigation of Efficient Backup Techniques to Reduce Late in Cloud 

Systems: A Modeling Study. Global Journal of Information Technology: Emerging Technologies. 13(1), 46-54. 

  

  49 

 
    Consider a distributed system with n statistically identical servers. Tasks arrive at the system 

at a rate of λ per second, taking into account the Poisson process. On one or more servers, all 
incoming tasks are assigned to first-come, first-served queues. The number of copies and the method 
of assigning and canceling them are the same for all tasks. 

 
    Once a task reaches the head of its queue, the time it takes to serve it can be random due to 

various factors such as disk seek time, network congestion, and the sharing of computing resources 
among multiple processes. We model this with the aggregate distribution function (CDF) FX(x) and the 
service time of X > 0, and we assume it is between requests and servers. The inter-server service time 
dependency can be modeled by adding a constant value to X service time. We use F¯X(x) = Pr(X>x) to 
show the tail distribution of X (inverse CDF). and Xk:n notation, random variables X1, X2, . . . 
represents the kth smallest value of Xn. 

 
    Conclusion; recent publications have examined a number of system model generalizations, 

while others remain unexplored. 
 
    Parallel Computing: Straggler Multiplication 
    In the second part, we focused on task duplication in parallel computing and found a near-

ideal replication approach assuming it is used by each task. Maximum parallelization is a technique 
used by computational frameworks such as MapReduce/Hadoop (Dean & Ghemawat, 2008) and 
Apache Spark (Ghemawat et al. 2005). This technique is used to divide a large task into many smaller 
tasks and perform them simultaneously on multiple machines. These frameworks can only be used to 
run optimization and machine learning algorithms that can easily split independent parallel tasks, such 
as mutual routing multipliers method (ADMM) (Boyd et al. 2011) and Markov Chain Monte Carlo 
(MCMC) (Neiswanger, Wang, Xing, 2013).  

 
    The delay in waiting for the slowest tasks or "strays" to finish is a major barrier to completing 

a job that consists of many simultaneous processes. The latency of performing many parallel tasks can 
be much larger (140 ms) than the average delay of a single task (1 ms). MapReduce and Apache Spark 
start a "backup" copy of scattered tasks to speed up work (Dean & Ghemawat, 2012). This is also 
called "speculative execution". A series of system studies (Ananthanarayanan et al. 2012) and 
references here further developed this idea. For example, Apache Spark implements "speculative 
execution" to allow slow-running tasks to be restarted (Apache Software Foundation Report, 2016). 

 
    Although task duplication has been studied in the systems literature and adopted in practice, 

there is not much work on the mathematical analysis of replication strategies. In this section, we 
develop a mathematical framework for analyzing such rambling replication strategies. In particular, 
the choice of a rambling replication strategy involves optimizing the following aspects: How many 
copies to start for each job that is still unfinished; the percentage of tasks identified as stray and 
whether the original copy will terminate. 

 
    By identifying how these affect the trade balance between latency and computational cost, it 

is possible to identify situations where duplicating a small number of tasks can significantly reduce 
latency while also saving computational cost. These insights allow the application of optimization to 
look for programming policies based on their sensitivity to computational latency and computational 
cost. 
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    In this direction, the system model to be created with the formulation of the problem: 
 
In this section, we define some of the notations used. Lowercase letters (for example, x) 

represent a particular value of the corresponding random variable, and capital letters (for example, X) 
represent the random variable. We denote the total distribution function of the random variable X as 
FX(x). Its complementary tail distribution is denoted as F _̅x (x)_=^Δ 1-F_x (x). High end point of FX: 

 

It define ω F_x 〖(x) 〗_(= )^Δ sup {x: FX(x) <1}. For random variables X1, X2, · · ·, Xn, it define 

the j-th smallest n random variable as the j-th ordinal statistic, Xj:n. 
 
    If we model the system; Let's consider a job with n parallel tasks, n large and each task is 

assigned to a different machine. We use the Fx probability distribution to model random variations in 
machine response time and consider the causes of these variations as factors such as density, 
sequencing, virtualization, and competing jobs running on the same machine. We also assume that 
this runtime distribution is independent and uniform across machines. Assuming the same distribution 
of FX, the tasks in this job are distributed to machines with processing power proportional to the task 
size, and the distribution of homogeneous tasks to homogeneous machines is the simplest example. 
The assumption of independent distribution of FX can be met when machine response times change 
independently of time, or when each new task (or copy) is assigned to a new machine that is not used 
for previous tasks. From the user's perspective, when a user rents a machine from a cloud computing 
service, they often have little or no control over other loads that share resources. We consider the 
uncertainty captured by FX as an exogenous element. 

 
    A scheduling policy or scheduler assigns one or more copies of each task to different 

machines, perhaps at different times. The scheduler receives instant feedback when a machine 
completes its assigned task. There is no intermediate feedback indicating the processing status of a 
task. When a notification is received that at least one copy of each of the n tasks has been completed, 
the scheduler immediately terminates all other copy runs. We focus on a set of policies that matter, 
called one-fork policies, and are defined as: 

 
    Description 1 (Single fork scheduling policy). Single fork scheduling principle π(p,r) starts all n 

tasks at time 0. (1 - p)n waits for its tasks to finish. For the remaining pn tasks, it chooses one of the 
following two actions: 

 
• Make and keep backups of the original copy (πkeep (p, r)): r make a new backup; 
• make backups of the original copy and kill the original copy (πkill (p, r)): kill the original copy 

and make r + 1 new backup. 
 
When one of the earliest backups of a task runs out, the other remaining backups of the same 

task are terminated. 
    In both scenarios a total of r+1 backups work after forking. Figure 1-1 shows whether to keep 

the original copy of a task or to kill it. For simplicity of notation, it is assumed that p is an integer of pn. 
It indicates that p = 0 requires n tasks to run and finish in parallel, which is the base case where no 
backups or original tasks are killed. 

 
    Remark 1 (Replacement Tasks in MapReduce). The "backup" tasks in Google's MapReduce 

[11] and the "speculative run" idea in Apache Spark [19] are equivalent to r = 1 and πkeep with the 
one-fork principle. The p value is set dynamically and therefore is not specified in [11]. The 
spark.speculation.quantile configuration corresponds to the p in the single fork policy. 
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                       (a) Keep original copy (πkeep)                     (b) Özgün kopyayı öldür (πkill) 
                                           Figure 1-1: One Fork Principle Illustration 
 
    While we have focused on single fork principles in this section, it can also be generalized to 

multi-fork principles where backups of a new task are run multiple times during run execution. While 
forking multiple times provides better latency-cost trading, the increased costs of running and killing 
backups may exceed the benefit of this increase. 

 
III. RESULT AND SUGGESTIONS  

 

    The cloud flexibly and scalably provides compute access from thousands of shared servers in data 
centers. Fast and fluent responsiveness is one of the key metrics of performance. As apps have 
become more interactive, we users have become responsive, even to sub-second delays. Ensuring 
such low latency is a difficult process as service times can vary due to factors such as virtualization, 
crashes, packet loss. And it's difficult to centrally monitor servers to accurately predict their status. In 
this research, we use backups to reduce latency statelessly and cost-effectively. 
 
    Broader Future Directions: 
 
    More generally, it is known that the amount of data in the cloud is increasing at an alarming rate. 
Therefore, the need to build infrastructure to store and process this data quickly, efficiently and 
reliably has become urgent. This research develops a new mathematical framework for understanding 
how backups can help with random service delays. Having this framework, we can approach problems 
with stochastic variability in a wide variety of applications. Some areas of particular interest are 
described below. 
 
    Large-Scale Machine Learning: Machine learning algorithms make up the bulk of computing 
performed in the cloud today. These algorithms require training large neural networks using millions 
of training examples. For speed and scalability, training can be parallelized by creating model backups 
(Dean et al. 2012). These distributed learning frameworks are affected by service variability and 
persistence. 
 
    Mass Equity: People are becoming part of the cloud infrastructure. Human-intelligent tasks can be 
assigned to employees through platforms such as Amazon Mechanical Turk. Although today mostly 
used for small tasks (eg, image tagging), crowdsourcing has the potential to change how large projects 
are performed by humans. Backup techniques based on this research can be applied to reduce the 
variability of employees waiting to try and complete tasks. 
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    Noisy Logic Devices: The building blocks of all cloud infrastructure are logic gates and memory 
devices. Some newer devices, such as spintronic gates, have an interesting accuracy-speed trade-off; 
their accuracy gets better as we give them more time. We are interested in techniques for developing 
a circuit design that balances accuracy and speed. 
 
    Energy Systems: In electrical grids, matching supply and demand is important. This matching 
becomes even more difficult due to greater integration of stochastically varying renewable resources. 
At the same time, data from smart meters offers opportunities to direct demand to an increasing 
oversupply. The probability modeling and analysis techniques used in this research can be applied to 
build data-based scheduling and improve energy efficiency. 
 
    Consequently, in this research, we explored the use of backup to reduce latency in cloud systems. 
Replication, and more generally coding backup, has been used for several decades in areas such as 
communications, network routing. However, scheduling in cloud systems has hardly been explored. 
This research presents a theoretical framework for operating redundant queuing systems and reduces 
latency in a cost-effective way. 
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