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Abstract 

 
In this paper, studies determining abbreviations and their meanings in job texts are explained. The data used in this study 
consist of job texts stored in the Kariyer.net database. The applied method consists of two separate steps: first, the words 
and phrases in all job text documents are vectorised with the Word2Vec model. The phrases and abbreviations that are 
compatible with each other in the proximity of these word vectors are then checked and matched. In the second step, 
sentences with abbreviations and their meanings in the dataset are defined by the rules determined by Regex. Then, the 
appropriate abbreviations are collected and added to the dictionary. 
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1. Introduction 

Thousands of job searches, applications and resumes are reviewed by the Kariyer.net search engine 
every day. Job texts sought by jobseekers are searched as company name, position name, competence 
and skills. For the candidate to access the correct findings, the searched words and the title and 
content of the job text must be compatible. On the other hand, Kariyer.net calculates the conformity 
between the job seekers’ resume and the job text while producing a percentage rate accordingly. In 
order to produce this ratio correctly and to be able to direct the employers and job seekers, it is very 
important to understand the information in the job text and resume correctly. 

Understanding what words or phrases mean in the text is not an easy task in text analysis. 
Abbreviations play a major role in this task. An abbreviation is defined in the Grammar Terms 
Dictionary as ‘the abbreviated form of the frequently used words, personal, place and organisation 
names for practical purposes such as saving space and providing convenience’ [8]. It is possible to 
benefit from this convenience due to the fact that computer programmes can understand the 
meaning of text analysis. Accurate recognition of abbreviations and their definitions is crucial to 
understanding documents and extracting information from them [2]. 

The aim of this project is to identify the abbreviations and their meanings in the job texts in order 
to reach the correct results in searches on the search engine and to calculate the suitability of the job 
text and resumes. 

In this study, which consists of three separate steps, all job texts first go through cleaning. 
Word2Vec model is used to convert the cleared words and word groups into a vector value. The 
closeness of the word vectors is examined and the abbreviation and the matching word group are 
made. In the second step, the sentences with the abbreviation and explanation with the rules 
determined by Regex are defined and their suitability is checked. Abbreviations and word groups that 
provide the desired compliance are added to the dictionary. As a result, the abbreviations collected 
from both steps are combined and the repeated words are removed from the dictionary; then a 
dictionary of abbreviations, with abbreviations and expansions, in the Kariyer.net domain is created. 

2. Similar studies 

It is important to determine and understand the abbreviations correctly in order to reach 
meaningful results from the analysis of the whole text. 

Abbreviations are widely used in clinical texts, especially in the medicine and pharmaceutical 
industry [12]. For this reason, studies that determine abbreviations and expansions with regard to 
patient, hospital and drug data are frequently encountered in the literature. An example of natural 
language processing systems, which was developed using only clinical data, is the medical language 
determination and coding system MedLEE [5], which was developed by Carol [5]. At Columbia 
University, cTAKES [11] is used to obtain clinical concepts from radiological reports; the Knowledge 
Map concept identifier [3] can match clinical documents with concepts in the Unified Medical 
Language System, Pittsburgh SPIN information extraction system [9] and Harvard HITEx health 
information text extraction system [13]. 

Apart from the medical literature, Twitter data is often used to conduct sociological studies. There 
are not only abbreviations that have a real meaning in Twitter texts, there are also abbreviations that 
are abbreviated due to character restrictions, which are usually created by extracting vowels, or 
abbreviations that are created using special characters for words or conjunctions, for example, bakiniz 
(bkz) and tamam (tmm). The original form of the abbreviated word is needed to analyse similar 
semantic words and to understand the main topic under discussion in order to know which topic is 
discussed the most in user behaviour analysis or daily text [10]. 
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Another field of study is based on the detection of spam SMS and emails. One reason for the 
difficulty of filtering SMS spam is that text messages usually consist of a few words of abbreviations 
[1]. With the detection of abbreviations, incoming SMS and emails can be separated as spam or not 
spam according to the words used. 

3. System details 

At Kariyer.net, thousands of applications are searched every day by jobseekers and thousands of 
resumes are scanned by employers. It is very important that the abbreviations and their meanings are 
understood in order to find the correct job text according to the searched word and to ensure the 
correct result between the job text and the CV. For example, it should be known that the system 
wants to be described with the abbreviation of ‘Structured Query Language’. Finding abbreviations on 
the Kariyer.net domain is carried out in three steps that are explained in the following subsections. 

3.1. Processing of data 

The data used in this study consist of job texts stored in the Kariyer.net database. In order to train 
the Word2Vec model, the job texts published since January 2017 are based on, and are studied with, a 
total of 721,286 instances of job text data. The cleaning processes are described as follows: 

• First of all, in order for the models to produce correct results, all job texts are cleaned from 
HTML codes, junk words and special characters. Using the Python Beautiful Soup library, 
HTML and XML residues are removed from the job texts. Special characters, such as #, *, /, are 
also cleared while processing, but there are also words, such as ASP.Net, C ++, OS/390, that 
contain special characters in the text. There are two ways to avoid losing the characters in 
these words. A search is made among the most frequently used skills and the most searched 
words in Kariyer.net, and if the word is included in this list, the special characters in the word 
are not deleted or changed. 

• Turkish stop words, such as ‘sey’, ‘bir’ and ‘de/da’, are removed from the text in order to not 
mislead the model education. A pure text is obtained by clearing all punctuation marks, except 
for the points separating the sentences and special characters within the required skills and 
most searched words. 

• The n-gram method is used to identify common words in the text. N-gram is the method used 
to search for data, make comparisons and learn the number of repetitions of the searched 
expression. For each sentence in all data, unigram, bigram and trigrams are used to extract 
the words and phrases that are used in the Word2Vec model. As a result of the transaction, 
the word list obtained from all job text data is shown in Figure 1. 

 

 
Figure 1. Word list created with n-gram 

3.2. Word2Vec method 

In the first step, the Word2Vec model, a word embedding algorithm, is used. Word2Vec is a model 
developed by Tomas Mikolov and his team in 2013, using the Gensim library. Gensim is the Python 
library, which is capable of document indexing with large corpus, similarity extraction and topic-based 
modelling, and its purpose is natural language processing [6]. 

Word2Vec is an unsupervised neural network model used to determine the semantic distance 
between words [7]. Word2vec detects similarities mathematically. Its purpose and usefulness are to 
group the vectors of similar words together in the vector field. Word 2vec creates vectors distributed 
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as numerical representations of features, such as the context of words. Given enough data, usage and 
contexts, Word2vec can make quite accurate predictions about the meaning of a word based on its 
past views [4] 

Abbreviations and expressions can be found in different places within the sentence. Using word 
embeddings, the locations of these words are reached. For this reason, the Word2Vec model is used in 
this study. 

The Word2Vec model is created with cleared texts and it offers proximity values for each word in 
the model text; an abbreviation is sought in these proximities. The words in the model are searched 
for and their suitability in the form of abbreviations and expansions is checked. 

In the formed loop, proximity examinations are made for each of the words and phrases that are 
cleaned and formed with n-grams. The number of letters in the loop and the number of words of the 
expansion according to the first 10affinities are checked and the letter compatibility is checked. The 
situation is also checked for the reverse sample. The number of words of the expansion coming in the 
loop and the number of letters of the abbreviation are checked according to the first 10proximity,for 
example, when the closeness of ‘nlp’ is examined in the model. 

 
Figure 2. The affinity of ‘nlp’ with the Word2Vec model 

 
As can be seen in Figure 2, the abbreviation is considered correct and added to the dictionary 

because it is compatible with the ‘nlp’ letter number and ‘natural language processing’ word number 
and initials. 

3.3. RegEx method 

In the second step, the qualities containing parentheses ‘()’ are determined within the job text. 
Both Turkish and English skills and most searched words datasets are used in the Kariyer.net database. 
A small sample of the data set is shown in Figure 3. 

 
Figure 3. Example of skills and the most searched words data 

While detecting parentheses, the Regular Expressions (RegEx) model is used. RegEx is a structure 
that allows a string of characters with the same syntax to be determined within the framework of the 
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specified rules. With the RegEx query shown in Figure 4, the properties containing parentheses shown 
in Figure 5 are determined.  

 
Figure 4. RegEx query 

 

 
Figure 5. Data obtained with the Regex query 

 
If there is only one word in parenthesis, then that word is accepted as an abbreviation and the 

letter compatibility is checked with the phrases that come to the right or left of the letter. Since the 
expansion itself was found in parentheses, the operation was conducted in reverse order. 
Abbreviations and expansions that meet the requirements are added to the dictionary, for example, 
‘Air Pollution Control’ or ‘Kulak Burun Bogaz’. 

Abbreviations obtained from both steps were combined and eliminated for those with the same 
expansions, and the number was reduced to one. As a result, a dictionary consisting of 2,955 
abbreviations and extensions was obtained. 

4. Conclusion 

With this study, nearly 3000 abbreviations with different expansions were obtained from the job 
texts with the rules determined by the Word2Vec model and the Regex system. An example of the 
abbreviation and expansion dictionary that was created to integrate the Kariyer.net system, to 
calculate the eligibility of the job text and resume correctly and to reach the correct results with the 
searches made in the search engine is shown in Figure 6. 

This project will be followed by further studies that will be aimed at finding the correct meaning of 
the abbreviations that have the same acronym with different expansions and have different meanings 
in context, for example, the abbreviation for ‘Automated Teller Machine’ or ‘Asynchronous Transfer 
Mode’. The aim of the future study will be to analyse the entire text and to determine which context 
fits the text. 
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Figure 6. Sample of the dictionary 
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